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Constraints from the Milky Way halo

• data set: 24 months, p7 clean event selection (front+back) in the 1-100 GeV energy range

• ROI: 5° <|b|<15° and |l|<80°, chosen to:

• minimize DM profile uncertainty (highest in the Galactic Center region)

• limit astrophysical uncertainty by masking out the Galactic plane and cutting-out high-
latitude emission from the Fermi lobes and Loop I

24

4

0.1 0.5 1.0 5.0 10.0 50.0 100.0

5¥10-5
1¥10-4

5¥10-4
0.001

0.005

E @GeVD
E
2 F
@Me

V
cm
-
1 s
-
1 s
r-
1 D

»b» < 15°, »b» > 5°, »l» < 80°
ccô bb

mc = 250 GeV

<sv> = 4 10-25cm3s-1

p0

ICS

DM

0.1 0.5 1.0 5.0 10.0 50.0 100.0

5¥10-5
1¥10-4

5¥10-4
0.001

0.005

E @GeVD

E
2 F
@Me

V
cm
-
1 s
-
1 s
r-
1 D

»b» < 15°, »b» > 5°, »l» < 80°
ccô m+m-

mc = 250 GeV

<sv> = 4 10-25cm3s-1

p0

ICS

DM ICS

DM FSR

0.1 0.5 1.0 5.0 10.0 50.0 100.0

5¥10-5
1¥10-4

5¥10-4
0.001

0.005

E @GeVD

E
2 F
@Me

V
cm
-
1 s
-
1 s
r-
1 D

»b» < 15°, »b» > 5°, »l» < 80°
ccô m+m-

mc = 250 GeV

<sv> = 4 10-25cm3s-1

p0

ICS

DM ICS

DM FSR

FIG. 1. Upper panel: Spatial (left) and spectral (right) distribution of gamma rays originating from the annihilation of a 250
GeV WIMP into bb̄. The left figure shows the expected intensity at E=10 GeV for the full sky in Galactic coordinates. A
NFW profile is assumed for the DM halo and a value of h�Avi = 4⇥ 10�25cm3s�1 for the DM annihilation cross section. For
comparison purposes typical spectra of the astrophysical emission from ⇡

0 decay and ICS are displayed in the right figure.
Central panel: Same for a 250 GeV WIMP annihilating into µ

+
µ

�. Both the contribution from ICS and from FSR are shown
separately in the spectrum and are superimposed in the spatial distribution. Lower panel: Spatial (left) and spectral (right)
distribution of gamma rays originating from ICS from Cosmic Ray sources distributed uniformly in galacto-centric radius within
1kpc from the Galactic Center, and with an exponentially decaying profile in galacto-centric height z with scale length 200 pc.
For comparison, the same DM spectrum of the central panel is also shown.

di↵erent annuli [12] providing e↵ectively a 3D1 model of the gas distribution in the Galaxy. The conversion factors147

XCO between CO line intensity and H2 column density have been observed to vary throughout the Galaxy [14]. Total148

gas column density estimated from E(B-V) visual reddening maps [15] has been shown to be more accurate than the149

one estimated from HI and CO surveys combined [16]. We take this into account by correcting the gas column density150

for each line of sight according to the value derived from the E(B-V) map [12].151

A 2D+1 cylindrically symmetric model (2 spatial dimensions and the frequency dimension) of the ISRF is used,152

computed based on a model of the radiation emission of stellar populations and further reprocessing in the galactic153

1
More precisely the model is only pseudo 3D due to the near-far ambiguity in the inner Galaxy [12].

conservative ‘no-background’ limits:
These limits do not involve any modeling of the astrophysical background, and 
are robust to that class of uncertainties (i.e. they are conservative). 

The expected counts from DM, (nDM) are compared with the observed counts 
(ndata) and the upper limits at 3(5) sigmas is set from the requirement: 
nDM - 3(5) √nDM > ndata, 
in at least one energy bin. 
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M. Ackermann et al. [Fermi LAT Collaboration] (2012)
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Halo analysis: method 1 
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Conservative ‘no-background’ limits:

• these limits do not involve any modeling of the non-DM 
astrophysical background, and are robust to that class of 
uncertainties (i.e. they are conservative)

• the expected counts from DM, (nDM) are compared with the 
observed counts (ndata) and the upper limits at 3(5) sigmas is 
set from the requirement:

nDM - 3(5) √nDM > ndata

in at least one energy bin
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Halo analysis: background modeling

26

DM limits with simultaneous modeling of 
non-DM astrophysical signal:

• uncertainties from diffusion models and gas maps 
taken into account by scanning over a grid of 
GALPROP models

• for each GALPROP (+DM) model, maps of different 
components of diffuse emission are generated and 
fit to the Fermi LAT data, incorporating both 
morphology and spectra

• the distribution of CR sources is highly uncertain, so 
is left free to vary in radial Galactic bins.  To get 
more conservative DM constraints, the distribution is 
set to zero in the inner 3 kpc

• the profile likelihood method is used to combine all 
the models in the grid, and to derive the DM limits 
marginalized over the astrophysical uncertainties

DM limits with simultaneous modeling of astrophysical signal:
2) For each galprop (+DM) model we produce maps of different components of 
diffuse emission and fit them to the Fermi-LAT data

Method 2
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Constraints from the halo: bb channel

• blue = “no-background 
limits”

• black = limits obtained by 
marginalization over the 
CR source distribution, 
diffusive halo height and 
electron injection index, 
gas to dust ratio, and in 
which CR sources are 
held to zero in the inner 3 
kpc

• limits with NFW density 
profile (not shown) are 
only slightly stronger

27

Annihilation

M. Ackermann et al. [Fermi LAT Collaboration] (2012)



TAUP School, Asilomar, CA, September 7, 2013J. Siegal-Gaskins

Dark matter in the Inner Galaxy

• steep inner density profiles predicted by 
CDM imply large annihilation (and decay) 
signals from the inner galaxy

• substantial sources of backgrounds make the 
inner galaxy a complex region of the sky:

• resolved sources: many energetic sources 
near to or in the line of sight

• unresolved source populations: may 
provide an important contribution to the 
gamma-ray emission from the inner galaxy

• diffuse emission modeling: large 
uncertainties due to the overlap of 
structures along the line of sight, difficult to 
model
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Figure 1: Shape of DM density (left) and magnetic field (right) profiles discussed in the text,
as a function of the galactocentric coordinate r.

be compared with observational data, in order to rule out combinations of astrophysical and
particle physics parameters that violate observational constraints.

The aim of this paper is to compare the regions suggested by the PAMELA (and ATIC)
data in the plane of annihilation cross section and DM mass ( v,M) with those excluded by
photon observations. We perform the analysis for arbitrary values of M and for several di⇧erent
primary annihilation modes. We take into account di⇧erent choices for the main astrophysical
unknown ingredients: the galactic DM density profiles and the galactic magnetic field. In
section 2 we discuss bounds from gamma-ray observations, mainly performed by the HESS
experiment. Section 3 discusses bounds from lower energy photons radiated by the e±.

2 ⇥ ray observations

We start by considering the ⇥-ray fluxes produced by DM annihilations directly. Since DM is
neutral, a tree-level annihilation into ⇥’s is of course not possible, thus the flux is the sum of
various e⇧ects that arise at higher order in �em: i) a continuum at lower energies produced
by the bremsstrahlung of charged particles and the fragmentation of hadrons produced in the
annihilations; ii) a line at E ⌥ M produced by one-loop e⇧ects; iii) possibly a continuum at
E just below M produced by three-body annihilations [15]. Infrared divergences in the total
annihilation rate cancel among i) and one loop corrections without photons in the final state,
and these contributions are separately gauge invariant in the energy ranges where they are
separately relevant. The details of contributions ii) and iii) are model dependent, so that we
only consider the contribution i).

The di⇧erential flux of photons from a given angular direction d⌅ is
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where r⇤ ⌥ 8.5 kpc is the distance of the Sun from the galactic center, �⇤ = 0.3 GeV/cm3 is the
DM density at the location of the solar system and f runs over all the ⇥-ray producing channels
with annihilation cross section ✏ v⇣f and individual spectrum dN f

⇥ /dE. The adimensional

4

Bertone et al. 2009

�   Steep DM profiles predicted by CDM ⇒  Large DM annihilation/decay signal from GC!

Galactic Center Region

�   Good understanding of the conventional astrophysical background is crucial to extract 
a potential DM signal from this complex region of the sky:

‣ source confusion: many energetic sources near to or in the line of sight of the GC

‣ diffuse emission modeling: large uncertainties due to the overlap of structures 
along the line of sight,  difficult to model

good understanding of the conventional 
astrophysical background is crucial to extract a 

potential DM signal!
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Dark matter in the Inner Galaxy

• robust constraints can be derived 
from total measured emission

• there have been claimed GeV 
excesses consistent with a DM signal 
from multiple studies which include 
background modeling

• improved astrophysical source 
modeling could significantly improve 
sensitivity to dark matter and 
robustness of claimed excesses 

29

Abazajian & Kaplinghat 2012 
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FIG. 1. Shown in the top row are photon counts in four energy bins that have significant evidence for an extended source
with a spectrum, morphology, and rate consistent with a 30 GeV mass WIMP annihilating to bb̄-quarks in the 7� ⇥ 7� region
about the GC. This row shows the 17 2FGL point sources in the ROI as circles. The second row shows the residuals for the
fit to the region varying all the sources in the 2FGL catalog as well as the amplitudes of Galactic di↵use and isotropic di↵use
models. The presence of an extended source and oversubraction of the central point sources are visible here. The third row
shows the best fit model counts for 30 GeV WIMP annihilating to bb̄-quarks. The fourth row is the residual emission for this
model without subtracting the extended component. The fifth row contains the residuals when the extended component is also
subtracted. The maps have been filtered with a Gaussian of width � = 0.3�.

see also: Hooper & Goodenough 2011, Hooper & Linden 
2011, Abazajian & Kaplinghat 2012, Hooper & Slatyer 2013 

(IG excess), Gordon & Macías 2013

(circles = sources)
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Dark matter in the Inner Galaxy

30

Hooper & Linden 2011 

(circles = sources)

8

FIG. 7: Examples illustrating how dark matter annihilations and astrophysical sources could combine to make up the observed
residual emission surrounding the Galactic Center. In the upper left frame, we show results for a 10 GeV dark matter particle
with an annihilation cross section of �v = 7 ⇥ 10�27 cm3/s and which annihilates only to leptons (e+e�, µ+µ� and ⌧+⌧�,
1/3 of the time to each). In the upper right frame, we show the same case, but with 10% of the annihilations proceeding to
bb̄. In the lower frame, we show results for a 30 GeV dark matter particle annihilating to bb̄ with an annihilation cross section
of �v = 6 ⇥ 10�27 cm3/s. In each case, the annihilation rate is normalized to a halo profile with � = 1.3. The point source
spectrum is taken as the broken power-law shown in Fig. 4, and the Galactic Ridge emission has been extrapolated from the
higher energy spectrum reported by HESS [12], assuming a pion decay origin and a power-law proton spectrum. See text for
details.

these uncertainties in mind, one should consider all an-
nihilation cross sections shown in Fig. 6 and elsewhere in
this paper to be accurate only to within a factor of a few.

Of course, it is also expected that astrophysical sources
will contribute to the Galactic Center’s gamma ray spec-
trum between 300 MeV and 10 GeV. In Fig. 7, we show
three examples in which emission from a central point
source (as shown in Fig. 4), along with emission from the
Galactic Ridge (as extrapolated from the higher energy
HESS emission, assuming a spectral shape that results
from a power-law spectrum of protons) combine with a
contribution from dark matter to generate the observed
residual emission. Note that the lowest energy emission
is largely generated by the central point source (as sug-
gested by the observed morphology) while the highest
energy bin is dominated by emission from the Galactic
Ridge. Only the 300 MeV-10 GeV range is dominated by
dark matter annihilation products.

C. Millisecond Pulsars

A population of gamma ray point sources surround-
ing the Galactic Center could also potentially contribute
to the observed residual emission. Millisecond pulsars,
which are observed to produce spectra that fall o↵ rapidly
above a few GeV, represent such a possibility [5, 17].

Observations of resolved millisecond pulsars by FGST
have found an average spectrum well described by
dN�/dE� / E�1.5

� exp(�E�/2.8GeV) [33]. Similarly, the
46 gamma ray pulsars (millisecond and otherwise) in the
FGST’s first pulsar catalog have a distribution of spec-
tral indices which peaks strongly at � =1.38, with 44
out of 46 of the observed pulsars possessing (central val-
ues of their) spectral indices greater than 1.0 [34] (see
Fig. 8). In contrast, to produce a sizable fraction of the
spatially extended residual emission between 300 MeV
and 10 GeV without exceeding the emission observed be-

11

FIG. 11: Upper limits on the dark matter annihilation cross section for several choice of the final state, neglecting the e↵ects
of baryons (using an uncontracted NFW halo profile). Also shown for comparison is the annihilation cross section predicted
for a simple thermal relic (�v = 3 ⇥ 10�26 cm3/s). Uncertainties in the overall dark matter density have not been included,
but based on the errors presented in Ref. [32], we expect that this would only weaken our limits by about 30-50%. See text for
more details.

VI. DISCUSSION AND SUMMARY

In this article, we have used the first three years of
data taken by the Fermi Gamma Ray Space Telescope
(FGST) to study the spectrum and spatial morphology
of the gamma ray emission from the region surround-
ing the Galactic Center. In doing so, we have identified
a spatially extended component of gamma ray emission
which peaks at energies between approximately 300 MeV
and 10 GeV. The origin of these gamma rays is currently
uncertain, although they could potentially be the annihi-
lation products of dark matter particles, or the products
of collisions of high energy protons accelerated by the
Milky Way’s supermassive black hole with gas.

If this extended source of gamma rays is interpreted
as dark matter annihilation products, the spectrum of
this emission favors dark matter particles with a mass
in the range of 7-12 GeV (if annihilating dominantly
to leptons) or 25-45 GeV (if annihilating dominantly to
hadronic final states). The former of these mass ranges is
of particular interest in light of the observations reported
by the direct detection experiments DAMA/LIBRA [42],
CoGeNT [43], and CRESST [44], which each report
signals consistent with an approximately 10 GeV dark
matter particle (see also, however, constraints from the
CDMS [45] and XENON [46] collaborations, and related
discussions [47]). Further motivating the dark matter in-
terpretation of the Galactic Center gamma rays is the
fact that the annihilation cross section required to nor-
malize the annihilation rate to the observed flux is ap-
proximately equal to the value required to generate the
observed cosmological abundance in the early universe
(�v ⇠ 3 ⇥ 10�26 cm3/s). In other words, in lieu of res-
onances, coannihilations, P-wave suppression, or other
complicating factors, a particle species that will freeze-
out in the early universe with a density equal to the mea-
sured dark matter abundance is also predicted to anni-
hilate today at a rate that is similar to that needed to
produce the observed gamma rays from the Galactic Cen-

ter.

Additionally, we point out that if dark matter par-
ticles are annihilating in the Inner Galaxy at the rate
required to produce the observed gamma ray flux, then
the resulting energetic electrons and positrons will dif-
fuse outward, potentially producing observable quanti-
ties of synchrotron emission. In particular, focusing on
the case of 7-12 GeV dark matter particles annihilating
dominantly to leptons, the halo profile and cross section
required to produce the morphology and normalization
of the observed gamma ray flux is also predicted to lead
to the production of a di↵use haze of synchrotron emis-
sion very similar to that observed by WMAP [48] (see
Fig. 3 of Ref. [49] for a direct comparison). It also ap-
pears that the excess radio emission observed at higher
galactic longitudes by the ARCADE 2 experiment [50]
possesses a spectral shape and overall intensity consis-
tent with originating from dark matter with the same
mass, cross section, dominant channels, and distribu-
tion [51, 52]. Lastly, we mention that 7-12 GeV dark
matter particles with the distribution and annihilation
cross section favored here would be capable of deposit-
ing the required energetic electrons into the Milky Way’s
non-thermal radio filaments [53], providing an explana-
tion for their peculiar spectral features.

It is noteworthy that the di↵erent explanations pro-
posed for the observed gamma ray emission from the
Galactic Center predict di↵erent accompanying spectra
of cosmic ray electrons, potentially providing us with a
way to discriminate between these di↵erent scenarios. Of
the sources proposed for the observed gamma ray emis-
sion, only dark matter annihilations are predicted to pro-
duce comparable fluxes of gamma rays and electrons,
with spectra that peak at similar energies. Pulsars, in
contrast, produce gamma ray spectra which peak at ⇠1-
3 GeV and electron spectra which peak at several hun-
dred GeV [54]. Perhaps future observations of the Inner
Galaxy at radio and microwave frequencies will be able
to make use of this comparison to shed light on the origin

constraints from residual emission 
after subtracting sources 

and diffuse model
possible signal?
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What is making the diffuse gamma-ray background?

31

Expected contribution of source populations to the IGRB

Sum is ~ 60-100% of IGRB intensity (energy-dependent)

Radio galaxies

BL Lacs

FSRQs
Star-forming galaxies
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Dark matter signals in the IGRB

32
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Figure 3. The vertically hatched band illustrates the span in the expected isotropic extragalactic
(EG) gamma-ray signal, defined by being the region enclosed by our MSII-Sub1 and MSII-Sub2 cases.
The horizontally hatched band is the flux that can be expected from Galactic substructure. The filled
grey band is the signal range that could be expected from the main DM Galactic halo, at a latitude
of 10�, which would by itself produce an anisotropic signal. The data points show the measurement
of the IGRB by the Fermi-LAT [30] (horisontal bars are the energy bin range, and vertical bars are
our later used 1� errors). The gamma-ray spectra are from DM particles with mass of 400 GeV, a
total annihilation cross section h�vi = 3⇥ 10�26 cm3 s�1 into bb̄ quarks, and a minimal subhalo mass
cut-o↵ at 10�6M�. See the text for more details.

substructures, inside the galactocentric distance r (in kpc), as:

Lsub(< r) = L200
main ⇥B ⇥ xx

�0.24
, where x = r/r200 and r200 ⇡ 200 kpc. (2.3)

This functional form is a parametrization of the result presented for the Aquarius simula-
tion in [19]. L200

main is the total DM-induced luminosity inside r200 from the smooth halo
(normalized through the Einasto profile in equation (2.4)), and B gives the relative signal
enhancement inside r200 due to substructures. The upper boarder of the vertically hatched
band is obtained when a single power law relation between the substructure flux and the
minimal DM subhalo mass are related as suggested in [19], which give B ⇠ 230.4 The lower
boarder is when the substructure signal strength instead is implemented consistently with
the average substructure enhancement used in the MSII-Sub1 calculation of the extragalactic
signal. Then the luminosity from all substructures inside r200 for a Milky-Way-sized halos
is merely B ⇠ 2 times the luminosity of the main DM halo. This lower signal limit is also
similar in amplitude to the finding in [71], where the Aquarius simulation is used, but a

4We note that by using the MSII-Sub2 prescription for substructure for Milky Way sized halos, the vertically
hatched upper limit would be extended up further by one order of magnitude.

– 7 –

Abdo et al., JCAP 04 014 (2010)
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Figure 5. Cross section h�vi limits on dark matter annihilation into bb̄ final states. The blue regions
mark the (90, 95, 99.999)% exclusion regions in the MSII-Sub1 �2(z) DM structure scenario (and
for the other structure scenarios only 95% upper limit lines). The absorption model in Gilmore et
al. [68] is used, and the relative e↵ect if instead using the Stecker et al. [69] model is illustrated by the
upper branching of the dash-dotted line in the MSII-Res case. Our conservative limits are shown on
the left and the stringent limits on the right panel. The grey regions show a portions of the MSSM7
parameter space where the annihilation branching ratio into final states of bb̄ (or bb̄ like states) is
> 80%. See main text for more details.

particle propagation in the Galaxy. In the preparation of this paper, Fermi-LAT data was
used in [10, 11] to set cross section limits on Galactic DM induced gamma-rays. In these two
papers, their data analysis method is more similar to our conservative analysis approach, and
the presented limits are comparable to our conservative MSII-sub1 limits when their Galactic
DM halos are described by a smooth Einasto or NFW DM density profile. As mentioned, most
hadronic channels are very similar in their gamma-ray production. To within roughly a factor
of two (if final states are not very close to, or below, production thresholds) our cross section
limits are also valid for prompt annihilation into the standard model gauge bosons, other
quarks, as well as (for WIMP masses below about 100 GeV) into the leptonic ⌧+⌧� channel.

Figure 6 shows the exclusion region for the leptonic DM model, together with the 2�
best fit region for this model to the PAMELA and Fermi-LAT positron and electron data.
The sharp upper endings of the gray best fit regions come from the constrain to not overshoot
HESS data [104]. Both the best fit regions and the exclusion regions for all our discussed
DM scenarios are calculated in a self-consistent way, modulo minor corrections. Below a DM
mass of about 500GeV, the limits on these models are determined by the FSR signal at the
high-energy end of the DM spectra, see figure 4, and therefore depend more substantially
on the choice of the absorption model. We note here that this conclusion holds even if one
considers the constraints that the low energy COMPTEL [105] and EGRET [25, 26] data
would pose on the first (IC) peak in the spectra. The di↵erence between the Stecker et
al. [69] and the Gilmore et al. [68] absorption model results in a di↵erence in the FSR signal
calculated in the two cases by a factor . 2, and a↵ects our limits correspondingly.

– 14 –

Constraints from the IGRB
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Abdo et al., JCAP 04 014 (2010)

No background modeling With background modeling 
and multi-component fit
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Getting rid of the IGRB

• the IGRB is time-dependent: will get smaller as more sources are resolved

• future IGRB measurements will lead to improved DM sensitivity

34

These are consistent with previous work [8], though more
constrained because we are also fitting the source-count
distribution function dN=dF. The model reproduces the
DGRB and blazar dN=dF, with a reduced !2=DOF ¼
0:63. The value of q indicates that the bolometric luminos-
ity of a blazar jet is roughly 15 thousand times more
luminous than the x ray from the accretion disk. Here,
"1 > 1:0 so low-luminosity blazars have significant con-
tributions to the total blazar flux. Therefore, a ten or more
order-of-magnitude lower value of L";min would modify
the calculation considerably, though no blazars have been
detected below our L";min threshold, and therefore it seems
unlikely that there is a large population of very-low-
luminosity blazars. The fraction # ’ 2:4" 10#6 implies
that there is roughly one blazar for every 420 thousand
nonblazar AGN. Our fit to the DGRB spectrum is shown in
Fig. 3 and the fit to dN=dF is in Fig. 4.

Our value for the AGN XLF and blazar GLF ratio #,
3:4" 10#6 to 5" 10#7 (at 95% CL), is similar to and

slightly larger than the central value derived by Inoue &
Totani [8], 1:7" 10#6. This implies that only a small
fraction of x-ray loud AGN is visible as gamma-ray blaz-
ars. The intrinsic jet opening angle of a blazar has been
found to be $1 deg (subtending an area of $2" 10#4

steradian) [50]. Following from this is that only
$2" 10#5 of the AGN jets are potentially visible as
blazars. Our model then requires that only & 20% of
AGN jets are gamma-ray blazars. This is not inconsistent
with jet models [51], though if this fraction drops consid-
erably (i.e., # is required to be much smaller), then it would
call into question the blazar model analyzed here.
Note that using the dN=dF estimated from a power-law

blazar spectrum model is not perfect, due to the fact that
the detection efficiency estimate depends on the spectral
model [4]. However, Ref. [4] tested the dN=dF depen-
dence on the sensitivity estimate with a non-power-law fit
to the blazar spectra and found it did not significantly
change the measurement of dN=dF. We also verified this

FIG. 3 (color online). Shown are the best-fit model for the current DGRB spectrum (solid black line) and our upper/lower 95% CL
forecast for the Fermi-LAT 5-year sensitivity (magenta star/green circle points). The low-energy dominating red line is the AGN flux
from Ref. [10]. The high-energy dominating blue lines are the blazar contribution to the DGRB for the current (solid), and predictions
for the most-optimistic (dashed) and least-optimistic (dotted) 95% CL 5-year Fermi-LAT resolved fractions. The grey lines are the
combined 95% CL AGN plus blazar predicted flux for the corresponding blazar contribution. The DGRB data (triangles) are from
FS10 and the COMPTEL data (diamonds) are from Ref. [60].

FIG. 2. Shown are contours with 68% and 95% confidence level (CL) regions for the parameters of the luminosity scale q and GLF
faint-end index "1, q vs #, and # vs "1. The best-fit value is labeled by the cross.

CONTRIBUTION OF BLAZARS TO THE EXTRAGALACTIC . . . PHYSICAL REVIEW D 84, 103007 (2011)

103007-7

see also Abazajian, Blanchet, Harding 2012

Abazajian, Blanchet, Harding 2011

unresolved blazar contribution 
“now” (2010-ish) and at 5 years
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Gamma-ray anisotropies from dark matter

35

Gamma rays from Galactic DM

Log10( Intensity / K  [1030 cm-2 s-1 sr-1] )
-14 -9-12 -7

Log10( Intensity / K  [1030 cm-2 s-1 sr-1] )
-12 -7-12 -7

after convolving with 0.1° beambefore accounting for instrument PSF

gamma rays from DM annihilation and decay in Galactic and 
extragalactic dark matter structures could imprint small 

angular scale fluctuations in the diffuse gamma-ray background

JSG, JCAP 10(2008)040
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Anisotropy constraints on dark matter

• small angular scale IGRB anisotropy 
measured for the first time with the Fermi 
LAT

• angular power measurement constrains 
contribution of individual source classes, 
including DM, to the IGRB intensity

36

Constraints from best-fit constant fluctuation angular power (l ≳ 150) measured in 
the data and foreground-cleaned data

22

TABLE V: Maximum fractional contribution of various source populations to the IGRB intensity that is compatible with
the best-fit constant value of the measured fluctuation angular power in all energy bins, 〈CP/〈I〉

2〉 = 9.05 × 10−6 sr for the
default data analysis or 〈CP/〈I〉

2〉 = 6.94× 10−6 sr for the Galactic-foreground–cleaned data analysis. Indicative values for the
fluctuation angular power C!/〈I〉

2 of each source class are taken from existing literature (see text for details) and evaluated at
! = 100.

Source class Predicted C100/〈I〉2 Maximum fraction of IGRB intensity

[sr] DATA DATA:CLEANED

Blazars 2× 10−4 21% 19%

Star-forming galaxies 2× 10−7 100% 100%

Extragalactic dark matter annihilation 1× 10−5 95% 83%

Galactic dark matter annihilation 5× 10−5 43% 37%

Millisecond pulsars 3× 10−2 1.7% 1.5%

catalog is between 0.5 and 1 × 10−9 photons cm−2 s−1
1267

for |b| > 30◦, higher than the threshold assumed in [24].1268

If the blazar luminosity function is identical to the one1269

assumed in [24], this discrepancy in thresholds would im-1270

ply that the prediction for the blazar anisotropy in [24] is1271

underestimated with respect to the one applicable to our1272

analysis, since our masked maps include more bright un-1273

resolved blazars. As a result, the constraint on the frac-1274

tional intensity contribution to the IGRB from blazars1275

for this model from our measurement would, if anything,1276

be stronger.1277

In contrast to the larger anisotropy expected from1278

blazars, the fluctuation angular power at ! ∼ 100 pre-1279

dicted for star-forming galaxies by Ref. [27] is ∼ 2 ×1280

10−7 sr at 1 GeV, far below the value measured in this1281

analysis. Since star-forming galaxies would thus pro-1282

vide a subdominant contribution to the measured angular1283

power, this anisotropy measurement does not constrain1284

their contribution to the total IGRB intensity.1285

The anisotropy from dark matter annihilation in ex-1286

tragalactic structures is predicted to be slightly smaller1287

than that from unresolved blazars, although estimates1288

can vary substantially due to differences in the adopted1289

models. Moreover, for extragalactic dark matter anni-1290

hilation the amplitude of the expected anisotropy can1291

be highly sensitive to the energy spectrum of the emis-1292

sion. The source energy spectrum depends on the dark1293

matter particle mass and dominant annihilation chan-1294

nels, while the observed energy spectrum is affected by1295

redshifting and EBL attenuation. These factors can in-1296

troduce a non-trivial energy dependence into the am-1297

plitude of the anisotropy, particularly for high mass1298

(∼ 1 TeV) dark matter candidates. As a benchmark1299

range, Refs. [23, 24, 36] predict the anisotropy from an-1300

nihilation of extragalactic dark matter to be ∼ 10−6–1301

10−5 sr at ! ∼ 100 at energies of a few GeV, comparable1302

to the measured value.1303

The anisotropy from annihilation in Galactic dark mat-1304

ter substructure is expected to be much larger than that1305

from extragalactic dark matter. While variations in the1306

assumed properties of Galactic substructure can lead to1307

order-of-magnitude or larger variations in the predicted1308

angular power, for typical assumptions the predicted fluc-1309

tuation angular power is ∼ 5 × 10−5 sr at ! ∼ 100 (e.g.,1310

Model A1 in Ref. [30]), which implies that dark matter1311

annihilation can contribute less than ∼ 43% of the total1312

intensity. However, adopting alternative models for the1313

substructure properties can increase or decrease the pre-1314

dicted angular power by as much as ∼ 2 orders of magni-1315

tude [29–31], so the measured angular power represents1316

a strong constraint on some substructure models.1317

Galactic gamma-ray MSPs have also been considered1318

as possible contributors to the intensity and anisotropy1319

of the IGRB due to their extended latitude distribu-1320

tion [15, 28]. The emission from Galactic MSPs is ex-1321

pected to feature very large fluctuation anisotropy due1322

to the relatively low number density of this source class1323

compared to dark matter substructure or extragalactic1324

source populations. Ref. [28] predicts fluctuation angular1325

power at high Galactic latitudes of ∼ 0.03 sr at ! ∼ 1001326

for this Galactic source class, which implies a contribu-1327

tion to the total IGRB intensity of no more than a few1328

percent.1329

We note that constraints derived in this section have1330

not taken into account information about the likely en-1331

ergy spectrum of the dominant contributing population,1332

discussed in §VII, which is incompatible with sources1333

known or expected to feature spectral peaks at the ener-1334

gies we consider (for example, Galactic and extragalac-1335

tic dark matter and MSPs). A careful study combining1336

all observables obtained in this work would almost cer-1337

tainly yield stronger constraints on contributing popula-1338

tions. Furthermore, we have discussed the constraints1339

obtainable on specific source populations by requiring1340

that the total anisotropy from each population does not1341

exceed the measured value. We emphasize, however,1342

that stronger bounds could be derived if some fraction1343

of the total anisotropy could be robustly attributed to1344

one or more confirmed source classes, thereby reducing1345

the anisotropy available to additional contributors.1346

1 10
Energy [GeV]
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0

5.0•10ï6
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C
P /

 �I
�2   [

sr
]

DATA
DATA:CLEANED

Fluctuation anisotropy energy spectrum

Ackermann et al. [Fermi LAT Collaboration] 2012
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Anisotropy constraints on dark matter models

Constraints using 2-sigma upper limit on 
total measured anisotropy

Constraints using 2-sigma upper limits 
on non-blazar anisotropy

Fermi LAT collaboration and MultiDark, in prep
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• preliminary dark matter constraints from published anisotropy measurement

• updated measurement should yield improved sensitivity due to more energy bins and improved 
statistics



DARK
MATTER

A 130 (135) GeV line from dark matter 
in the Fermi LAT data?
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Photon spectrum from a MSSM model

Bergstrom et al. 2005

is automatically accompanied by a very softW. This is also
reflected in the symmetric appearance of the x! 0 and
x! 1 poles in the first terms of Eq. (3).

As an illustrative example, we have chosen a typical
Higgsino-like MSSM model, fulfilling all experimental
constraints, as specified in Table I (similar models are
found in, e.g., the focus point region of minimal super-
gravity). The resulting photon spectrum from internal
bremsstrahlung of W pair final states is shown in Fig. 2.
The symmetry around x! 0:5 in the spectrum indicates the
related nature of the peak and the infrared divergence. For
completeness, we have also included a very high mass
(10 TeV) Higgsino model which has received some atten-
tion recently [17,25] (even though thermal production of
such a neutralino in general gives a too large !CDM, unless
one allows for fine tuning of parameters like the pseudo-
scalar Higgs boson mass [26]). In addition, the case of a
hypothetical model with a very large mass shift is shown
(where the contributions from longitudinal W bosons
dominate at high energies).

Let us now consider those contributions to the gamma-
ray spectrum from the decay of heavy neutralinos that have
been studied earlier. Secondary gamma rays are produced
in the fragmentation of the W pairs, mainly through the
decay of neutral pions. In addition to the secondary spec-
trum, there are line signals from the direct annihilation of a
neutralino pair into !! [14] and Z! [15]. Because of the
high mass of the neutralino, these lines cannot be resolved
but effectively add to each other at an energy equal to the
neutralino mass.

For comparison, again using the model of Table I,
Fig. 3 shows the contributions from secondary photons

[17] and the line signals, as well as the new source of pho-
tons from the internal bremsstrahlung diagrams of Fig. 1.

The practical importance of the latter contribution can
be appreciated even more, when considering a finite de-
tector resolution of 15%, which is typical for atmospheric
Cherenkov telescopes in that energy range; the result is a
smeared spectrum as shown in Fig. 4. One can see that,
although the strength of the !! and Z! lines already are
surprisingly large [7], the contribution from the internal
bremsstrahlung further enhances this peak by a factor of 2.
The signal is also dramatically increased at lower energies,
thereby filling out the ‘‘dip’’ just below the peak; this latter
effect will, of course, become even more pronounced for
better detector resolutions.

Conclusions and discussion.—In this Letter, we have
presented important radiative corrections to the gamma-
ray spectrum from heavy neutralino annihilations. They
contribute a characteristic peak shape at the highest ener-
gies, competing with the !! and Z! line signals in today’s
detectors.

dN
W

/d
x

x = E /m

0.01

0.1

1

10.50

γ χ

γ

FIG. 2. The photon multiplicity for the radiative processes
""! W"W#!. The dots represent the MSSM model of
Table I, as computed with the FORMCALC package [24] for a
relative neutralino velocity of 10#3. The thick solid line shows
the full analytical result for the pure Higgsino limit of the same
model but with zero relative neutralino velocity. The thin solid
line is the corresponding approximation as given in Eq. (3). Also
shown, as dashed and dotted lines, are two pure Higgsino models
with a lightest neutralino (chargino) mass of 10 TeV (10 TeV)
and 1.5 TeV (2.5 TeV), respectively.
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FIG. 3. The total differential photon distribution from ""
annihilations (solid line) for the MSSM model of Table I. Also
shown separately is the contribution from radiative processes
""! W"W#! (dashed line), and the W fragmentation together
with the ""! !!, Z! lines (dotted line).
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FIG. 4. The same spectra as in Fig. 3, as seen by a detector
with an energy resolution of 15%.
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A 130 GeV line from dark matter?

41

• Bringmann et al. find weak 
indication of a feature consistent 
with IB emission from DM 
annihilation

• Weniger claims a tentative 
gamma-ray line

One region-of-interest for
Weniger’s line search

see also: Bringmann, Huang, Ibarra, Vogl, Weniger, arXiv:
1203.1312; Weniger, arXiv:1204.2797; Tempel, Hektor, 
Raidal, arXiv:1205.1045; Boyarsky, Malyshev, Ruchayskiy, 
arXiv:1205.4700; Geringer-Sameth & Koushiappas, arXiv:
1206.0796; Su & Finkbeiner, arXiv:1206.1616, Aharonian, 
Khangulyan, Malyshev, arXiv:1207.0458 ...

Figure 4. Upper sub-panels: the measured events with statistical errors are plotted in black. The
horizontal bars show the best-fit models with (red) and without DM (green), the blue dotted line
indicates the corresponding line flux alone. In the lower sub-panel we show residuals after subtracting
the model with line contribution. Note that we rebinned the data to fewer bins after performing the
fits in order to produce the plots and calculate the p-value and the reduced χ2

r ≡ χ2/dof. The counts
are listed in Tabs. 1, 2 and 3.

– 8 –

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.

– 4 –

Spectrum of ROI with 
power-law and power-law+line fits

Weniger 2012

Weniger 2012
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Fermi LAT collaboration 3.7-yr results

42

No globally significant lines found (all less than 2σ global)

14

0

2.25

4.5
R3

0

2.25

4.5
R16

)
σ (

lo
ca

l
s

0

2.25

4.5
R41

0

2.25

4.5
R90

 (GeV)γE
10 210

0

2.25

4.5
R180

FIG. 7. Local fit significance vs. line energy in all 5 ROIs. Note that nsig was required to be non-negative. The dashed line at
the top of the plot indicates the local significance corresponding to the 2� global significance derived with the method described
in Sec. VB.
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FIG. 8. 95% CL ��� in the R16 ROI (black). Yellow (green) bands show the 68% (95%) expected containment derived from
1000 single-power-law (no DM) MC simulations. The dashed lines show the median expected limits from those simulations.

related to the lifetime (⌧�⌫) lower limits via Eq. (B6) with dN�

dE (E�) = �(E� � E0) and m� = 2E� , which are shown
in Fig. 10.

We present the flux upper limits in all 5 ROIs and the relevant DM annihilation or decay limits explicitly in App. E.
Recall that we limited our search to energies greater than 30 GeV in R3 (see Sec. III).

The limits presented do not include systematic errors. As stated in Sec. VIB the uncertainties of the exposure
( |�E/E| < 0.16 ) and the energy dispersion modeling ( �nsig/nsig = +0.06

�0.12 ) contribute negligibly to the limits when
considered in quadrature with the statistical uncertainties. On the other hand, the inferred uncertainties of �f from
Tab. IV can become significantly larger than the statistical uncertainties at lower energies and for the larger ROIs.
In fact, the uncertainty of �f from Tab. IV equals the expected statistical uncertainty at 10 GeV (for R16 and R41),
30 GeV (for R90) and 70 GeV (for R180). Empirically, the limits presented in Figs. 9 and 10 generally lie within
the expected statistical variations, indicating that the systematic uncertainties are not dominating the statistical
uncertainties.

7

FIG. 2. Counts map for the line search dataset binned in 1� ⇥ 1� spatial bins in the R180 ROI. This is plotted in Galactic
coordinates using the Hammer-Aito↵ projection. The energy range is 2.6–541 GeV and the most-significant 2FGL sources have
been removed using an energy-dependent mask (see text). Also shown are the outlines of the other ROIs (R3, R16, R41, and
R90) used in this search.

best energy estimate on an event-by-event basis. The corresponding estimate is the energy assigned. We note that
above a few GeV the SP method is typically more accurate than the PC method (the former being selected by the
CT analysis for ⇠ 80% of the events above 10 GeV).

The energy assignment algorithm also performs a CT analysis to estimate the probability that the energy esti-
mate is within the nominal 68% containment band for events of that energy and incidence angle (PE, available as
CTBBestEnergyProb in the extended event files available at the Fermi Science Support Center3).

To model the signal from a �-ray line, we used a parametrization of the e↵ective energy dispersion of the instrument,
i.e., the probability density De↵(E0;E,~s) to measure an energy E0 for a � ray of (true) energy E and other event
parameters, ~s. The fraction of the electromagnetic shower contained in the CAL can vary significantly event to
event. In general, the energy dispersion depends on ✓ and the �-ray conversion point in the instrument, among
other quantities. Furthermore, the ✓-distribution of the observing time varies across the sky, causing corresponding
changes in the e↵ective energy dispersion. These considerations are discussed in more detail in App. C, in particular
in Sec. C 5.

When fitting essentially monochromatic lines (i.e., the intrinsic spectrum is much narrower that the instrumental
resolution), for a given line energy, E� , we expect the distribution of observed energies for a line signal, Csig(E0), to
follow the e↵ective energy dispersion, De↵ ; so that

Csig(E
0|E� ,~s) = nsig

Z
De↵(E

0;E,~s)�(E� � E)dE = nsigDe↵(E
0;E� ,~s), (6)

where nsig is the number of observed signal events, which we treat as a free parameter in the fitting (see Sec. V)4.
Following the approach used in previous line searches published by the LAT Collaboration, we use a sum of Gaussians

to parametrize the energy dispersion at any given energy, averaging over the LAT FOV and combining front- and
back-converting events [14]. One notable improvement relative to our previous studies is that the parametrization
De↵(E0;E,PE) used in this work includes the energy reconstruction quality estimator, PE. Specifically, we modeled
the energy dispersion in 10 PE bins of 0.2 from 0.1 to 0.5, bins of 0.1 from 0.5 to 0.7, and bins of 0.05 from 0.7 to 1.
The P7REP CLEAN event class only includes events with PE > 0.1.

The energy dispersion in each PE bin was modeled with a triple Gaussian function

3Available at http://fermi.gsfc.nasa.gov/ssc/data/access/, and described at http://fermi.gsfc.nasa.gov/

ssc/data/analysis/documentation/Cicerone/Cicerone_Data/LAT_Data_Columns.html#ExtendedFile
4This assumption breaks down when the intrinsic width of the �-ray emission becomes a sizable fraction of the LAT
energy resolution. In practical terms, this applies for final states with unstable particles such as Z�, in particular for
�-ray energies at the low end of our search range. We discuss the implications of this in Sec. D 3.

Fermi LAT Collaboration 2013
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135 GeV in the Earth Limb spectrum135 GeV in the Earth Limb spectrum

• Earth Limb is a bright gamma-ray source
– From cosmic-ray interactions in the atmosphere

• Expected to be a smooth power-law
– Can be used to study instrumental effects

• Have made changes to increase our Limb dataset
– Pole-pointed observations each week
– Extended “targets of opportunity” (ToOs)

• Trace limb while target is occulted 

γ ray
θinc

θzenith

• Line-like feature in the limb at 

11/02/201212 Fermi LAT Spectral Line Search

• Line-like feature in the limb at 
135 GeV

– Appears when LAT is 
pointing at the Limb

• |RockAngle| > 52㼻㼻㼻㼻
– Surprising since limb 

should be smooth
– On-going systematic 

studies have found 
interesting results

• See talk by E. Bloom
• See talk by E. Charles

111㼻㼻㼻㼻< θzenith < 113㼻㼻㼻㼻
|Rocking Angle| > 52㼻㼻㼻㼻

15 

130GeV 

Points: Flight Data 
Curve: MC 

The efficiency at ~115Gev is 0.57/0.75 = 75% of the MC prediction.   
This would imply a 30% boost in signal at 130 GeV relative to the 
prediction from nearby energy bins.   

Same data as  
previous slide 

These dips in  
efficiency 
appear to be 
related to the 
CAL-TRK 
agreement. 

Is it instrumental?

43

Earth’s limb spectrum

Efficiency: 
transient to clean class in Earth’s limb

E. Charles’ and A. Albert’s talks at Fermi 
Symposium 2012
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Unexpected features in the cosmic-ray e± spectra?

44
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Unexpected features in the cosmic-ray e± spectra?

• rise in local positron fraction 
above ~10 GeV disagrees with 
conventional model for cosmic 
rays (secondary positron 
production only); see also arXiv:
1011.4843 for low-energy 
discrepancy

44

account when interpreting potential dark matter signals. A pulsar
magnetosphere is awell knowncosmicparticle accelerator. Thedetails
of the acceleration processes are as yet unclear, but electrons are
expected to be accelerated in the magnetosphere, where they induce
an electromagnetic cascade. This process results in electrons and
positrons that can escape into the interstellar medium, contributing
to the cosmic-ray electron and positron components. As the energy
spectrum of these particles is expected to be harder than that of the
secondary positrons, such pulsar-originated positrons may dominate
the high energy end of the cosmic-ray positron spectrum. But because
of the energy losses of electrons and positrons during their propaga-
tion, just oneor a fewnearby pulsars can contribute significantly to the
positron energy spectrum (see, for example, refs 28, 29).

The PAMELA positron data presented here are insufficient to distin-
guish between astrophysical primary sources and dark matter annihila-
tion.However, PAMELAwill soonpresent results concerning the energy
spectra of primary cosmic rays—such as electrons, protons and higher
mass nuclei—that will significantly constrain the secondary production
models, thereby lessening the uncertainties on the high energy beha-
viour of the positron fraction. Furthermore, the experiment is continu-
ously taking data and the increased statistics will allow themeasurement
of the positron fraction to be extended up to an energy of about
300GeV. The combination of these efforts will help in discriminating
between various dark matter and pulsar models put forward to explain
both our results and the ATIC8 results. New important information will
soon come also from the FERMI satellite that is studying the diffuse
Galactic cosmic c-ray spectrum. Pulsars are predominantly distributed
along the Galactic plane, while dark matter is expected to be spherically
distributed as an extended halo and highly concentrated at the Galactic
Centre. The diffuse c-ray spectrum is sensitive to these different geo-
metries. Furthermore, PAMELA ismeasuring the energy spectra of both
electrons (up to ,500GeV) and positrons (up to ,300GeV). These
data will clarify if the ATIC results8 are due to a significantly large
component of pair-produced electrons and positrons (to explain the
high energy ATIC data, the positron fraction should exceed 0.3 above

300GeV), hencepointing toprimarypositron sources, or to ahardening
of the electron spectrum with a more mundane explanation.
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Figure 2 | PAMELA positron fraction with other experimental data and
with secondary production model. The positron fraction measured by the
PAMELA experiment compared with other recent experimental data (see
refs 5–7, 11–13, 30, and references within). The solid line shows a
calculation1 for pure secondary production of positrons during the
propagation of cosmic rays in the Galaxy without reacceleration processes.
Error bars show 1 s.d.; if not visible, they lie inside the data points.
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depart from the calculated curve. They show an excess electron flux
up to about 650GeV, above which the spectrum drops rapidly, with a
return to the ‘general’ spectrum line at,800GeV. In particular, over
the energy range 300 to 800GeV we observe 210 electrons, whereas
GALPROP predicts only 140 events, an excess of about six standard
deviations. Using a source-on/source-off method for determining
‘significance’15, we obtain an excess of roughly four standard devia-
tions (Supplementary Information section 4).

Data recently became available from the Polar Patrol Balloon
(Antarctic) flight of the BETS detector. Although of lower statistical
precision, results from the PPB-BETS calorimeter16 also indicate a
possible structure and agree with the ATIC results (see Fig. 3), giving
added confidence to the conclusion that this feature is real.

We varied the source injection parameters in the GALPROP code
to try to reproduce the data points at 500 to 700GeV. This required a
hard injection spectrum which could not reproduce the drop in flux
above 650GeV and led to overproducing electrons above 1 TeV by a
factor of almost three (and underproducing the well-measured data
below 100GeV).

The observed electron ‘feature’ therefore indicates a nearby source
of high-energy electrons. This may be the result of an astrophysical
object, as energetic electrons have been observed in a variety of astro-
physical sites (for example in a supernova remnant17, pulsar wind
nebula5,18, micro-quasar6 or accreting intermediate-mass black hole).
To fit the electron excess, such a source would need a very steep
energy spectrum (spectral index around 21.4) with a high-energy
cut-off at about 600–700GeV, so as not to overproduce teraelectron-
volt electrons. It is possible that a micro-quasar could produce a
sharp feature in the electron spectrum6, but such an object would
need to be local (less than 1 kpc away) and active relatively recently.
Imaging atmospheric Cherenkov telescopes have observed numerous
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Figure 1 | Separation of electrons from protons in the ATIC instrument.
Candidate electron events (162,000) with energy over 50GeV are plotted as a
histogram with the horizontal axis showing the sum of the ‘weighted energy
fraction’ (F values as defined below) in the last two BGO layers and the
shower width (root mean squared, r.m.s.) in the first two layers. The shower
width is calculated as

r:m:s:h i2~
Xn

i~1

Ei Xi {Xcð Þ2=
Xn

i~1

Ei

where Xc is the coordinate of the energy centre, Xi is the coordinate of the
centre of the ith crystal and Ei is the energy deposited in the ith crystal. The F
value is calculated as Fn~ En=Sumð Þ r:m:s:h i2 where En is the energy deposit
in BGO layer n, Sum is the total energy deposit in all BGO layers and Ær.m.s.æ
refers to layer n (ref. 12). Each event is also fitted to an electromagnetic
cascade profile to estimate the starting point and the depth of the cascade
maximum. An event is accepted if the cascade starts above the first BGO
layer, which eliminates many protons (,75%) but passes most electrons
(,90%). Next a diagonal cut in r.m.s. and F is determined for each energy
bin and used to isolate the electrons. This removes most of the protons (2 in
104 remain) and retains 84% of the electrons12. The selected electrons are
shown as the dotted histogram.
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Figure 2 | ATIC-1 and ATIC-2 spectra at balloon altitude, showing good
agreement with each other. The measured primary electron flux (scaled by
E3) at flight altitude is shown for ATIC-1 (open squares) and ATIC-2 (filled
circles). The errors are one standard deviation. Both balloon flights were
from McMurdo, Antarctica, and circumnavigated that continent. ATIC-1
was a test flight in 2000–01 and the usable data correspond to an exposure of
0.61m2 sr days. ATIC-2 was a science flight in 2002–03 with an exposure of
2.47m2 sr days. To eliminate edge effects, we restrict the incident zenith
angle to be less than,37u (cos h$ 0.8), use only the central 80% of the SiM
and eliminate events in the outer crystals in each BGO layer. Within these
limits, the electron detection efficiency above 60GeV is 84% essentially
independent of energy. The effective acceptance was determined as a
function of particle energy considering the trigger efficiency, trajectory
reconstruction efficiency and the geometrical restrictions. The effective
acceptance of the instrument increases from 0.075m2 sr at 20GeV to
0.15m2 sr for E. 60GeV. Above 100GeV, a total of 1,724 electron events
were observed, with the highest energy event at 2.3 TeV. The total
background is also shown in the figure as the open triangles and is a
combination of unresolved protons, unidentified c-rays and atmospheric
secondary electrons produced in the material (,4.5 g cm22) above the
instrument. ATIC becomes background limited for electrons only above
several teraelectronvolts.
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Figure 3 | ATIC results showing agreement with previous data at lower
energy and with the imaging calorimeter PPB-BETS at higher energy. The
electron differential energy spectrummeasured byATIC (scaled by E3) at the
top of the atmosphere (red filled circles) is compared with previous
observations from the Alpha Magnetic Spectrometer AMS (green stars)31,
HEAT (open black triangles)30, BETS (open blue circles)32, PPB-BETS (blue
crosses)16 and emulsion chambers (black open diamonds)4,8,9, with
uncertainties of one standard deviation. The GALPROP code calculates a
power-law spectral index of 23.2 in the low-energy region (solid curve)14.
(The dashed curve is the solar modulated electron spectrum and shows that
modulation is unimportant above ,20GeV.) From several hundred to
,800GeV, ATIC observes an ‘enhancement’ in the electron intensity over
theGALPROP curve. Above 800GeV, theATICdata returns to the solid line.
The PPB-BETS data also seem to indicate an enhancement and, as discussed
in Supplementary Information section 3, within the uncertainties the
emulsion chamber results are not in conflict with the ATIC data.
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were computed as a function of energy and position.
Secondary electrons and positrons from CR proton and
helium interactions with interstellar gas make a significant
contribution to the total leptons flux, especially at low
energies. These secondary particle fluxes were computed
for the same GALPROP model as for the primary electrons as
described in [12] and references therein. This model is
essentially a conventional one with distributed reaccelera-
tion, described in [36]. For more information on CR and
their propagation in the interstellar medium see e.g. a
recent review [37].

We note that the force-field treatment [38], used in our
calculation to evaluate the effect of solar modulation, is
approximate and does not take into account many impor-
tant effects, such as the configuration of the heliospheric
magnetic field and drift effects which lead to the charge-
sign dependence (e.g. [39–41]). In addition, the value of
the modulation potential ! depends on the assumed inter-
stellar particle spectra, and thus other combinations of
parameters are also possible. Ultimately the interstellar
spectrum of CREs can be tested using the LAT observa-
tions of the Galactic diffuse gamma-ray emission where
the inverse Compton component is dominating the gas
component at medium to high Galactic latitudes [42].

The Fermi LAT measured spectrum suggests some spec-
tral flattening at 70–200 GeVand a noticeable excess above
200 GeVas compared to our power-law spectral fit. These
gentle features of the spectrum can be explained within a
conventional model by adjusting the injection spectra.

Another possibility that provides a good overall
agreement with our spectrum is the introduction of an
additional leptonic component with a hard spectrum
(Fig. 23). Such an additional component is motivated by
the rise in the positron fraction reported by PAMELA [11].

FIG. 21 (color). Cosmic-ray electron spectrum as measured by
Fermi LAT for 1 yr of observations—shown by filled circles,
along with other recent high-energy results. The LE spectrum is
used to extend the HE analysis at low energy. Systematic errors
are shown by the gray band. The range of the spectrum rigid shift
implied by a shift of the absolute energy is shown by the arrow in
the upper right corner. Dashed line shows the model based
on pre-Fermi results [32]. Data from other experiments are:
Kobayashi [45], CAPRICE [33], HEAT [46], BETS [47], AMS
[19], ATIC [7], PPB-BETS [8], and HESS. [9,10]. Note that the
AMS and CAPRICE data are for e! only.

FIG. 22 (color). The eþ þ e! spectrum computed with the
conventional GALPROP model [36] (shown by solid black line)
is compared with the Fermi LAT (red filled circles) and other
experimental data. This model adopts an injection spectral index
" ¼ 1:6=2:5 below/above 4 GeV, and a steepening " ¼ 5 above
2 TeV. Blue lines show e! spectrum only. The solar modulation
was treated using the force-field approximation with ! ¼
550 MV. The dashed/solid lines show the before modulation/
modulated spectra. Secondary eþ (red lines) and e! (orange
lines) are calculated using the formalism from [12].

FIG. 23 (color). The eþ þ e! spectrum (solid line) computed
with the conventional GALPROP model [36] but with a different
injection spectrum: an injection index " ¼ 1:6=2:7 below/above
4 GeV (dotted line). An additional component with an injection
index " ¼ 1:5 and exponential cutoff is shown by the dashed
line. Blue line shows e! spectrum only. Secondary eþ and e!

are treated as in Fig. 22. Fermi-LAT data points are shown by red
filled circles.
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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Hints of a dark matter signal?

Recent cosmic-ray electron and positron (CRE) results sparked interest 
in DM explanations (e.g., Arkani-Hamed et al. 2009; Lattanzi & Silk 2009; 
Cirelli et al. 2009; Cholis et al. 2008; Grasso et al. 2009;...)

To explain the CRE data with DM generally requires:

• leptophilic models

• large annihilation cross-sections; this can arise in “secluded” or 
“intermediate state” models, in which DM interacts with SM via a 
new particle (typically a light scalar)
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The Case for a 700+ GeV WIMP: Cosmic Ray Spectra from

ATIC and PAMELA

Ilias Cholis,1 Gregory Dobler,2 Douglas P. Finkbeiner,2 Lisa Goodenough,1 and Neal Weiner1

1Center for Cosmology and Particle Physics,

Department of Physics, New York University, New York, NY 10003

2Harvard-Smithsonian Center for Astrophysics,

60 Garden St., Cambridge, MA 02138

(Dated: November 24, 2008)

Abstract

Multiple lines of evidence indicate an anomalous injection of high-energy e+e− in the Galactic

halo. The Advanced Thin Ionization Calorimeter (ATIC) has detected an excess bump in the elec-

tron cosmic ray spectrum from 300-800 GeV, falling back to the expected E−3.2 power law at 1 TeV

and above. The recent e+ fraction spectrum from the Payload for Antimatter Matter Exploration

and Light-nuclei Astrophysics (PAMELA), shows a sharp rise up to 80 GeV. Excess microwaves to-

wards the Galactic center in the WMAP data are consistent with hard synchrotron radiation from

a population of 10-100 GeV e+e− (the WMAP “haze”). We argue that dark matter annihilations

can provide a consistent explanation of all of these data, focusing on dominantly leptonic modes,

either directly or through a new light boson. Normalizing the signal to the highest energy evidence

(ATIC), we find that similar cross sections provide good fits to PAMELA and the Haze, and that

both the required cross section and annihilation modes are achievable in models with Sommerfeld-

enhanced annihilation. These models naturally predict significant production of gamma rays in

the Galactic center via a variety of mechanisms. Most notably, there is robust inverse-Compton

scattered (ICS) gamma-ray signal arising from the energetic electrons and positrons, detectable at

Fermi/GLAST energies, which should provide smoking gun evidence for this production.

1
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Constraints from CRE dipole anisotropy

• high-energy positrons 
should originate from 
“local” sources (within 
~ 1 kpc)

• distribution of nearby 
sources could produce 
a detectable 
asymmetry in the 
arrival direction of 
CREs

• Fermi LAT / AMS-02 
limits on CRE 
anisotropy could 
constrain scenarios 
explaining CRE 
measurements
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of Eq. 14. In the same panel, the dipole anisotropies
expected from the Monogem and Vela sources are
also shown. For each source, the anisotropy has
been evaluated by means of Eq. 17, where we have
assumed that the contributions to the anisotropy from
all remaining sources are negligible, that is, n̂max = r̂i
where r̂i is the direction of the source under investigation,
and δj = 0 for j != i. It is worth to point out that in
the denominator of Eq. 17 the Monogem (Vela) source is
added to the total CRE flux evaluated with GALPROP.
Moreover, the dipole anisotropy above a given energy
is evaluated as the ratio between the integral in energy
of the numerator and the integral in energy of the
denominator of Eq.s 14 and 17. This comes from the
definition of the degree of the anisotropy shown in Eq. 6,
where the intensities are integrated above a given energy.

According to the above predictions, the level of
anisotropy expected for Vela-like and Monogem-like
sources (i.e. sources with similar distances and ages)
is not excluded by the results shown in Fig.s 6 and 8.
However, it is worth pointing out that the model results
are affected by large uncertainties related to the choice
of the free parameters (i.e. Q0, Ecut, and Γ).

The positron excess detected by PAMELA can be
ascribed not only to astrophysical sources such as pulsars,
but also to the annihilation or decay of Galactic dark
matter (see e.g. [27]). Interestingly, as pointed out in the
early analyses (see for example [33, 34]), any anisotropy
in the arrival directions of CREs detected by the LAT is
a powerful tool to discriminate between a dark matter
origin and an astrophysical one. In particular, since
Galactic dark matter is denser towards the direction of
the Galactic center, the generic expectation in the dark
matter annihilation or decay scenario is a dipole with
an excess towards the center of the Galaxy and a deficit
towards the anti-center. Luckily, as pointed out in [33],
both the Monogem and the Geminga pulsars, likely some
of the most significant CRE pulsar sources, even after
the discovery of several radio-quiet gamma-ray pulsars
by the LAT [35], are both roughly placed opposite to
the direction of the Galactic Center, making a search for
anisotropy an effective distinguishing diagnostic.

The expected level of dipole anisotropy produced
by dark matter annihilating in the Milky Way halo,
calculated by tuning the annihilation rate to match the
positron fraction measured by the PAMELA satellite, is
comparable or more likely smaller than the degree of
anisotropy expected by astrophysical Galactic sources
as modeled in GALPROP (see the solid line in the
bottom panel of Fig. 9). We verified this with an
explicit calculation with GALPROP, slightly modified to
include the injection of CREs from DM annihilation while
using the same propagation setup employed to derive the
anisotropy from nearby pulsars. The GALPROP results
from the conventional astrophysical Galactic sources and
from a scenario with DM distributed according to a
Navarro, Frenk and White (NFW) profile, with a 3 TeV
mass candidate that annihilates into τ+τ− with a cross

section of 〈σv〉 = 5× 10−23 cm3 s−1, a local DM density
of 0.43 GeV cm−3 and a 20 kpc of core radius have
been added. With this DM model, the measured overall
CRE flux by the LAT and the charge ratio measured
by PAMELA are reproduced. The solid line in Fig. 10
shows the total expected anisotropy level, which is similar
to that predicted when only the astrophysical sources are
considered in GALPROP (see the solid line in the bottom
panel of Fig. 9).
A caveat however exists to the statement above, due

to the possibility that most of the high-energy positrons
detected by PAMELA are produced by dark matter
annihilations in a nearby dark matter clump. The
halo of the Milky Way, in the context of the cold
dark matter paradigm, is in fact thought to host a
myriad of hierarchical smaller sub-halos and sub-sub-
halos, potentially contributing significantly to the dark
matter annihilation signal, as envisioned in [36–39]. In
the analysis of [39], it was shown that (a) compared to
N-body simulation results [40], the likelihood of a nearby
and luminous clump that could explain the PAMELA
excess is very remote (to the level of less than 0.01%) for
ordinary pair-annihilation cross-sections, and (b) when
assuming large annihilation cross-sections, the predicted
associated gamma-ray flux from dark matter annihilation
would in most cases exceed the point-source sensitivity
of the LAT. In other words and for the second point, if
a clump is responsible for most of the locally measured
positrons, it would have very likely already been observed
it shining in gamma rays.
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FIG. 10: Dipole anisotropy δ versus the minimum energy
for some DM scenarios. Solid line: DM distributed in the
Milky Way Halo; dashed and dotted lines: two dark matter
benchmark models taken from [41]; dot-dashed line: DM from
the population of Galactic substructures [42] (see text). The
95 % CL upper limits on the dipole anisotropy from the data
are also shown with circles.

To illustrate the anisotropy from single nearby dark
matter clumps, we take two benchmark models from [41]
that give good fits to the PAMELA and Fermi data. In
these models, the clumps are moving with a speed of

Ackermann et al. [Fermi LAT Collaboration] 2010 
(Phys.Rev.D 82, 092003)

Fermi LAT limits on CRE dipole anisotropy 
and predictions for some DM scenarios



TAUP School, Asilomar, CA, September 7, 2013J. Siegal-Gaskins

Solar CREs from DM annihilation
Schuster, Toro, Weiner, Yavin 2010 discuss 2 scenarios in which 

dark matter annihilation leads to cosmic-ray electron and 
positron (CRE) fluxes from the Sun:

• intermediate state scenario: Dark 
matter annihilates in the center of 
the Sun into an intermediate state Φ 
which then decays to CREs outside 
the surface of the Sun

• iDM scenario: Inelastic dark matter 
(iDM) captured by the Sun remains 
on large orbits, then annihilates 
directly to CREs outside the surface 
of the Sun

High energy electron signals from dark matter annihilation in the Sun

Philip Schuster,1 Natalia Toro,2 Neal Weiner,3 and Itay Yavin3

1Theory Group, SLAC National Accelerator Laboratory, Menlo Park, California 94025, USA
2Stanford Institute for Theoretical Physics, Stanford University, Stanford, California 94305, USA

3Center for Cosmology and Particle Physics, Department of Physics, New York University, New York, New York 10003, USA
(Received 3 November 2009; revised manuscript received 17 October 2010; published 9 December 2010)

In this paper we discuss two mechanisms by which high-energy electrons resulting from dark matter

annihilations in or near the Sun can arrive at the Earth. Specifically, electrons can escape the Sun if DM

annihilates into long-lived states, or if dark matter scatters inelastically, which would leave a halo of dark

matter outside of the Sun. Such a localized source of electrons may affect the spectra observed by

experiments with narrower fields of view oriented towards the Sun, such as ATIC, differently from those

with larger fields of view such as Fermi. We suggest a simple test of these possibilities with existing Fermi

data that is more sensitive than limits from final state radiation. If observed, such a signal will constitute an

unequivocal signature of dark matter.

DOI: 10.1103/PhysRevD.82.115012 PACS numbers: 95.35.+d, 12.60.!i, 95.85.Ry

I. DARK MATTER IN THE SUN

High-energy particles from dark matter (DM) capture
and annihilation in the Sun offer a striking signature of
dark matter [1,2]. The study of energetic neutrinos from the
Sun [3–5] has received great attention in this context, as it
is assumed that charged products would not escape the
Sun’s interior. Recent data and theoretical developments
call this assumption into question. In particular, the solar
signatures of dark matter annihilation in the Sun can be
greatly altered for dark matter that annihilates into a new
force carrier [6–8], or for inelastically interacting dark
matter (iDM) [9]. In this paper, we discuss how either
scenario allows charged particles from DM annihilations
in the Sun to reach the Earth, and the observational
signatures of this effect.

In the first case, illustrated in Fig. 1(a), DM annihilates
into long-lived particles, such as scalars associated with a
new gauge sector. These long-lived particles can easily
escape the Sun, and their subsequent decay in the solar
system into electrons, muons, or charged pions can be
detected. In the second case, DM captured through inelas-
tic scattering may lack the minimum kinetic energy re-
quired to scatter again. If the elastic scattering cross section
is small, DM forms a loosely bound halo around the Sun
and can annihilate outside the Sun as shown in Fig. 1(b).

In either scenario, satellite observatories such as Fermi
[10] can detect the electronic annihilation products as a
cosmic ray electron excess strongly correlated with the
Sun’s direction. If observed, such an effect is an unequivo-
cal signature of DM since no known astrophysical phe-
nomena can generate such a high-energy electron flux from
the Sun. This type of signature may offer a unique probe of
inelastically interacting dark matter, for which direct
detection constraints are quite weak.

Our estimates will show that a solar flux F"
10!4 m!2 s!1 of particles above several hundred GeV

should be detectable by experiments such as Fermi.
Thus, only a small fraction of DM captured in the Sun
must annihilate through these channels to observe an ef-
fect. Indeed, if for a given DM mass we take the largest
cross section allowed by direct detection limits on spin-
independent elastic scattering (!SI # 0:5ð3Þ & 10!43 cm2

for m" # 0:1ð1Þ TeV) [11,12], then DM is captured at a
rate [13]

C' # 1:4& 1021 s!1

!
TeV

m"

"
2=3

: (1)

The iDM models allow much larger cross sections
!n * 10!40 cm2 and hence considerably higher capture
rates [16,17]. For cross sections in this range, the DM
density accumulated over the age of the Sun is high enough
that DM capture and annihilation rate (!A) reach equilib-
rium so that !A ¼ 1

2C'. Assuming one observable product
per annihilation actually leaves the Sun, the flux at the
Earth is

F" 5& 10!3 m!2 s!1 ðelasticÞ (2)

F" 50 m!2 s!1 ðinelasticÞ: (3)

FIG. 1 (color online). Two possible escape mechanisms for
high-energy charged particles from DM annihilations in the Sun.
(a) DM may annihilate into long-lived states which first escape
the Sun and only later decay. (b) DM may annihilate outside
the Sun.
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Fermi LAT search for CREs from the Sun

• ~106 CRE events (E > 60 GeV), 
from 1st year of operation

• analysis performed in ecliptic 
coordinates, in reference frame 
centered on the Sun

• search for a flux excess correlated 
with Sun’s direction yielded no 
significant detection, flux upper 
limits placed
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Limits on elastic scattering cross-section
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solar CRE flux limits correspond to constraints on the rate of decay to CREs 
outside the Sun that are ~ 2-4 orders of magnitude stronger than constraints 

on the associated FSR derived from solar gamma-ray data

assuming annihilation to CREs via an intermediate state
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Limits on inelastic scattering cross-section
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FIG. 8. (color online). 90% C.L. upper limits on the scalar WIMP-nucleon cross section for WIMP-mass splittings of 0 keV
(left) and 120 keV (right) from this analysis (red/dashed) and from our previous analysis (black/solid) [7]. The red/dotted
line in the right plot indicates the expected sensitivity for this analysis based on our estimate of the total background. The
colored regions represent DAMA/LIBRA allowed regions at four different C.L.s (90, 95, 99, 99.9%) calculated following a
χ2 goodness-of-fit technique [25]. The cross (×) marks the parameter-space point which yields the minimum χ2 in the shown
cross-section versus WIMP-mass plane given the WIMP-mass splitting.

excluded for this mass splitting by the current and pre-
vious analysis.

Since the IDM parameter space is three-dimensional,
consisting of the cross section, WIMP mass, and WIMP-
mass splitting, we defined excluded regions by requiring
the 90% C.L. upper limit on the cross section from CDMS
to completely rule out the corresponding DAMA/LIBRA
allowed cross sections (also at 90% C.L.) for given WIMP
mass and WIMP-mass splitting. The results are shown
in Fig. 9. The only remaining allowed parameter space is
within a narrow region at WIMP masses of ∼100 GeV/c2

and WIMP-mass splittings between 85keV and 135 keV.
In the case of the new analysis presented in this pa-
per there is also a tiny area in the low-mass region
which is not excluded. The black/dashed line repre-
sents the maximum reach in the shown parameter space
of an experiment using a Ge target like CDMS II. It
is computed based entirely on kinematics by demanding
vmin = vesc + vE, and is therefore independent of the
cross-section parameter. Even with higher exposure and
increased sensitivity, CDMS II cannot rule out the entire
DAMA/LIBRA allowed parameter space simply because
(relative to an I nucleus) the Ge nucleus is too light. This
is the main reason why the constraints from ZEPLIN-III
[35] and CRESST [36], which employ a Xe and a CaWO4

target respectively, are more stringent. The latter, which
are shown in recent talks by the CRESST collaboration
but have not been published yet, indicate an exclusion
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FIG. 9. (color online). The blue/shaded regions represent
WIMP masses and WIMP-mass splittings for which cross sec-
tions exist that are compatible with the modulation spectrum
observed by DAMA/LIBRA at 90% C.L. The hatched re-
gions show constraints on these parameters from the analysis
presented in this paper (red/dashed) and from our previous
analysis (black/solid) [7]. The black/dashed line represents
the maximum reach of the CDMS II experiment.

DAMA/LIBRA allowed regions and 
CDMS exclusion curves
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Limits on inelastic scattering cross-section

CDMS Collaboration 2011
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χ2 goodness-of-fit technique [25]. The cross (×) marks the parameter-space point which yields the minimum χ2 in the shown
cross-section versus WIMP-mass plane given the WIMP-mass splitting.

excluded for this mass splitting by the current and pre-
vious analysis.

Since the IDM parameter space is three-dimensional,
consisting of the cross section, WIMP mass, and WIMP-
mass splitting, we defined excluded regions by requiring
the 90% C.L. upper limit on the cross section from CDMS
to completely rule out the corresponding DAMA/LIBRA
allowed cross sections (also at 90% C.L.) for given WIMP
mass and WIMP-mass splitting. The results are shown
in Fig. 9. The only remaining allowed parameter space is
within a narrow region at WIMP masses of ∼100 GeV/c2

and WIMP-mass splittings between 85keV and 135 keV.
In the case of the new analysis presented in this pa-
per there is also a tiny area in the low-mass region
which is not excluded. The black/dashed line repre-
sents the maximum reach in the shown parameter space
of an experiment using a Ge target like CDMS II. It
is computed based entirely on kinematics by demanding
vmin = vesc + vE, and is therefore independent of the
cross-section parameter. Even with higher exposure and
increased sensitivity, CDMS II cannot rule out the entire
DAMA/LIBRA allowed parameter space simply because
(relative to an I nucleus) the Ge nucleus is too light. This
is the main reason why the constraints from ZEPLIN-III
[35] and CRESST [36], which employ a Xe and a CaWO4

target respectively, are more stringent. The latter, which
are shown in recent talks by the CRESST collaboration
but have not been published yet, indicate an exclusion
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Limits on inelastic scattering cross-section

solar CRE constraints exclude by ~ 1-2 orders of magnitude all of the parameter 
space compatible with an inelastic DM explanation of DAMA/LIBRA and CDMS for 

DM masses greater than ~ 70 GeV, assuming DM annihilates to CREs

CDMS Collaboration 2011
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excluded for this mass splitting by the current and pre-
vious analysis.

Since the IDM parameter space is three-dimensional,
consisting of the cross section, WIMP mass, and WIMP-
mass splitting, we defined excluded regions by requiring
the 90% C.L. upper limit on the cross section from CDMS
to completely rule out the corresponding DAMA/LIBRA
allowed cross sections (also at 90% C.L.) for given WIMP
mass and WIMP-mass splitting. The results are shown
in Fig. 9. The only remaining allowed parameter space is
within a narrow region at WIMP masses of ∼100 GeV/c2

and WIMP-mass splittings between 85keV and 135 keV.
In the case of the new analysis presented in this pa-
per there is also a tiny area in the low-mass region
which is not excluded. The black/dashed line repre-
sents the maximum reach in the shown parameter space
of an experiment using a Ge target like CDMS II. It
is computed based entirely on kinematics by demanding
vmin = vesc + vE, and is therefore independent of the
cross-section parameter. Even with higher exposure and
increased sensitivity, CDMS II cannot rule out the entire
DAMA/LIBRA allowed parameter space simply because
(relative to an I nucleus) the Ge nucleus is too light. This
is the main reason why the constraints from ZEPLIN-III
[35] and CRESST [36], which employ a Xe and a CaWO4

target respectively, are more stringent. The latter, which
are shown in recent talks by the CRESST collaboration
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tion. Another consequence of this minimum velocity is
the higher sensitivity of the recoil spectrum to the tail
of the WIMP velocity distribution, which enhances the
annual modulation e↵ect for inelastic over elastic WIMP
scattering.

The XENON100 experiment [9] has recently reported
results from a 100.9 live days dark matter search [10]
in an energy interval between 8.4 and 44.6 keVnr (keV
nuclear recoil equivalent). The same data are used here
to constrain the iDM model. Three events fall in the pre-
defined WIMP search region for dark matter interactions,
which is compatible with the background expectation of
(1.8± 0.6) events, as described in [10].

To extract the DAMA/LIBRA allowed region in iDM
parameter space, the procedure described in [4] has been
followed, using an energy independent quenching factor
of 0.08 for iodine and not considering ion channeling. The
DAMA/LIBRA modulation amplitudes for di↵erent en-
ergies have been taken from [4], where they are extracted
from figure 9 of [2]. Data have been grouped in 17 bins,
of which the last one corresponds to the energy interval
between 10 and 20 keVee. Di↵erent values of �n, � and
M� have been selected and for each of them the expected
modulation amplitude in the DAMA/LIBRA experiment
has been computed. The DAMA/LIBRA allowed region
is then defined as those parameters for which �2(M�,
�)< 24.77 for some value of �n, where 24.77 corresponds
to the value that is excluded at 90% confidence level for
a �2 distribution with 17 degrees of freedom.

Following this procedure it is possible to compute for
every point in the allowed region the lowest cross section
which is compatible with DAMA/LIBRA at 90% confi-
dence level. The resulting cross section can be used to
predict a scatter rate in XENON100 and this can be com-
pared with the actual rate measured in XENON100. As
an example to illustrate the di↵erence between the pre-
dictions from the DAMA/LIBRA data, figure 1 shows the
expected spectrum in XENON100, taking into account
exposure and data quality acceptance, and the 90% con-
fidence level cross section from DAMA/LIBRA, for dif-
ferent choices of M� and � in the allowed region. The
WIMP velocity has been averaged over the data taking
period to account for annual modulation e↵ects.

With this data a limit on �N can be extracted for every
pair of M� and � values using both the Feldman-Cousins
method [11] and the optimum gap method [12]. We
assume a Maxwellian WIMP velocity distribution with
characteristic velocity v0 = 220 km/s and escape velocity
vesc = 544 km/s, a local WIMP density of 0.3GeV/cm3,
Earth’s velocity v� = 29.8 km/s [4] and Helm form fac-
tors [13]. Figure 2 shows the extracted limit for � =
120 keV using the Feldman-Cousins method. The 90%
confidence region explaining the DAMA/LIBRAmodula-
tion is also shown. It is excluded by the new XENON100
limit at 90% confidence level.

The systematic application of this procedure to the
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FIG. 1: Expected iDM nuclear recoil spectrum in XENON100
for 100.9 live days measured between January and June for a
WIMP with M� = 50 GeV, � = 110 keV (black, solid); M� =
55 GeV, � = 115 keV (blue, dotted), and M� = 60 GeV,
� = 120 keV (green, dashed) and a � corresponding to the
lower 90% confidence limit of the DAMA/LIBRA signal. The
XENON100 observed spectrum is shown in red. Vertical dot-
ted lines show the analysis energy interval.
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FIG. 2: DAMA/LIBRA 90% confidence level signal region for
� = 120 keV (gray region). Superimposed are the 90% con-
fidence level exclusion curves for XENON100 (black, solid),
CDMS [14] (red, dashed) and ZEPLIN-III [15] (blue, dash-
dotted). The whole DAMA/LIBRA WIMP region is excluded
by XENON100.

DAMA/LIBRA data for all points in the �-M� space
results in the gray area in figure 3, which shows the
allowed parameter space. To compare this result with
other experiments, for each allowed point in the �-M�

space the lowest cross section in the 90% signal region
for the DAMA/LIBRA data is compared with the 90%
confidence level limit cross section predicted by the other
experiment. In case the value from DAMA/LIBRA is
higher than for the experiment compared, that point in
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Complementarity with direct searches

Fermi solar CRE constraints are competitive with 
and complementary to direct detection results
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• tests for a unique astrophysical signal arising from specific dark 
matter models

• different sources of uncertainties make solar CRE limits a valuable 
cross-check

Ajello et al. [Fermi LAT Collaboration] (2011)
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The Cherenkov Telescope Array (CTA)

54

Image credit: CTA Collaboration

• array of many telescopes of various sizes to balance need for effective area while reducing 
energy threshold 

• relatively large FOV ~ 10 deg (current ACTs ~ 5 deg)

• will trigger as low as ~ few tens of GeV (compared to ~ 100 GeV for current ACTs)
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The Cherenkov Telescope Array (CTA)
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Image credit: H.E.S.S. Collaboration
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where dNγ/dEγ is the photon spectrum generated in the anni-
hilation of a WIMP of mass mχ, and A(Ω, E) are the CTA ef-
fective areas for photons, which depend on the position of the
region within the FOV (Ω), the energy E and further parameters
(like the zenith angle of the observations). J(Ω) is the line-of-
sight integral over the squared DM density ρ(r) (cf. Eq. 1.2).
Since the DM density depends only on the distance to the GC
r the line-of-sight integral and the astrophysical factor are only
a function of the angular distance ψ from the GC. Assuming
that the signal and background region differ only with respect to
their DM annihilation flux and their relative size α = ∆Ωs/∆Ωb,
the rate of excess photon events Rs − αRb is given by

(σannv)
8πm2χ

∫ ∞

0
dE

dNγ
dEγ

[∫

∆Ωs

J(ψ)A(Ω, E)dΩ− α
∫

∆Ωb

J(ψ)A(Ω, E)dΩ
]
.

(1.4)
Clearly, the rate vanishes when the astrophysical factors of

the signal and the background regions are identical which im-
plies that in the case of an isothermal DM density profile, a halo
analysis with signal and background region chosen too close to
the GC will not allow the placement of limits on (σannv).

Figure 1.8: Illustration of the Ring Method for constructing signal and back-
ground regions within one FOV of the CTA candidate arrays. The red star
denotes the position of the GC in galactic coordinates; the blue star marks the
pointing position of the CTA array which is shifted by an amount b in latitude
from the GC. The annulus with inner and outer radii r1 and r2 around the ob-
servation position defines regions of equal acceptance. The signal region (blue,
close to the GC) is constructed as intersection of the annulus and a circle around
the GC with radius ∆cut. The remaining regions on the annulus (red) are used
as background region. Regions within ±0.3◦ of the galactic plane (yellow) are
neither part of the signal nor of the background region.

Array b r1 r2 ∆cut
E 1.42◦ 0.55◦ 2.88◦ 1.36◦
B 1.40◦ 0.44◦ 2.50◦ 1.29◦

Table 1.2: Optimized values of the parameters used in the application of the
Ring Method for the candidate arrays E and B. See Fig. 1.8 for a description of
the parameters.

Given an observation time T , Eq. 1.4 can be used to esti-
mate the number of excess photons for a particular realization
of CTA and a DM model defining (σannv), dNγ/dEγ and J(ψ).
Equivalently, one can place a limit on (σannv) given an upper
limit on the number of excess photon events. Simulations of
the candidate arrays E and B at a zenith angle of 20◦ were used
to infer the effective area for diffuse photons and the residual
rate of protons anywhere in the FOV. Both arrays feature large-
size telescopes and are therefore suitable for studies in the low-
energy domain. The available observation time was set to 100 h,
which is about 10% of the total observation time per year.
Two different ways of defining signal and background re-

gions were employed and compared, namely the so-called Ring
Method and the On-OffMethod. For the Ring Method, the can-
didate arrays E or B were assumed to observe the GC region at
Galactic longitude l = 0 and Galactic altitude b, and signal and
background regions were placed in the same FOV as illustrated
in Fig. 1.8. An annulus with inner radius r1 and outer radius
r2 around the observation position was constructed and divided
into signal and background region such that the signal region is
closer to the GC and has therefore a larger astrophysical factor.
The separation of signal and background region is achieved by
a circle with radius ∆cut around the GC whose intersection with
the annulus defines the signal region. All other regions on the
ring were considered as background region. The values of the
four parameters b, r1, r2 and ∆cut were optimized such that the
attained significance of a DM signal per square root time was
maximized. The maximization was carried out for a wide range
of WIMP masses but the dependence on the actual WIMP mass
was found to be fairly weak. The derived values for both can-
didate arrays are listed in Tab. 1.2. Judging from present IACT
observations, we do not expect strong diffuse gamma-ray emis-
sion to extend outside the ±0.3◦ box used to mask the galactic
disc. New point-like or slightly extended sources will be ex-
cluded, making the On and Off region smaller. In addition, the
approach is only sensitive to gradients in the diffuse gamma-ray
emission, whereas the charged particle background is isotropic.
In the optimization process an Einasto profile was assumed for
the DM signal, but the optimal values are only weakly depen-
dent on the assumed profile in the region beyond 0.3 degrees
from the Galactic plane.
The usage of the annulus implies the same acceptance for

signal and background region since the acceptance is, to good
approximation, only a function of the distance to the observa-
tion position. Placing both signal and background regions in the
same FOV implies that both regions will be affected by time-
dependent effects in a similar way. A disadvantage is, however,
that the angular distance between the signal and background re-
gion is only of order of the FOV diameter, reducing the contrast
in Eq. 1.4 considerably. This contrast was increased in the On-
OffMethod where data-taking with an offset of typically 30’ in
Right Ascension was assumed. In this mode, the telescopes first
track for half an hour the same observation position as in the
Ring Method which defines the signal region. The telescopes
then slew back and follow the same path on the sky for another
30min. The second pointing has the same acceptance as the
first one since the same azimuth and zenith angles are covered
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where dNγ/dEγ is the photon spectrum generated in the anni-
hilation of a WIMP of mass mχ, and A(Ω, E) are the CTA ef-
fective areas for photons, which depend on the position of the
region within the FOV (Ω), the energy E and further parameters
(like the zenith angle of the observations). J(Ω) is the line-of-
sight integral over the squared DM density ρ(r) (cf. Eq. 1.2).
Since the DM density depends only on the distance to the GC
r the line-of-sight integral and the astrophysical factor are only
a function of the angular distance ψ from the GC. Assuming
that the signal and background region differ only with respect to
their DM annihilation flux and their relative size α = ∆Ωs/∆Ωb,
the rate of excess photon events Rs − αRb is given by

(σannv)
8πm2χ

∫ ∞
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∆Ωs

J(ψ)A(Ω, E)dΩ− α
∫
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J(ψ)A(Ω, E)dΩ
]
.

(1.4)
Clearly, the rate vanishes when the astrophysical factors of

the signal and the background regions are identical which im-
plies that in the case of an isothermal DM density profile, a halo
analysis with signal and background region chosen too close to
the GC will not allow the placement of limits on (σannv).

Figure 1.8: Illustration of the Ring Method for constructing signal and back-
ground regions within one FOV of the CTA candidate arrays. The red star
denotes the position of the GC in galactic coordinates; the blue star marks the
pointing position of the CTA array which is shifted by an amount b in latitude
from the GC. The annulus with inner and outer radii r1 and r2 around the ob-
servation position defines regions of equal acceptance. The signal region (blue,
close to the GC) is constructed as intersection of the annulus and a circle around
the GC with radius ∆cut. The remaining regions on the annulus (red) are used
as background region. Regions within ±0.3◦ of the galactic plane (yellow) are
neither part of the signal nor of the background region.

Array b r1 r2 ∆cut
E 1.42◦ 0.55◦ 2.88◦ 1.36◦
B 1.40◦ 0.44◦ 2.50◦ 1.29◦

Table 1.2: Optimized values of the parameters used in the application of the
Ring Method for the candidate arrays E and B. See Fig. 1.8 for a description of
the parameters.

Given an observation time T , Eq. 1.4 can be used to esti-
mate the number of excess photons for a particular realization
of CTA and a DM model defining (σannv), dNγ/dEγ and J(ψ).
Equivalently, one can place a limit on (σannv) given an upper
limit on the number of excess photon events. Simulations of
the candidate arrays E and B at a zenith angle of 20◦ were used
to infer the effective area for diffuse photons and the residual
rate of protons anywhere in the FOV. Both arrays feature large-
size telescopes and are therefore suitable for studies in the low-
energy domain. The available observation time was set to 100 h,
which is about 10% of the total observation time per year.
Two different ways of defining signal and background re-

gions were employed and compared, namely the so-called Ring
Method and the On-OffMethod. For the Ring Method, the can-
didate arrays E or B were assumed to observe the GC region at
Galactic longitude l = 0 and Galactic altitude b, and signal and
background regions were placed in the same FOV as illustrated
in Fig. 1.8. An annulus with inner radius r1 and outer radius
r2 around the observation position was constructed and divided
into signal and background region such that the signal region is
closer to the GC and has therefore a larger astrophysical factor.
The separation of signal and background region is achieved by
a circle with radius ∆cut around the GC whose intersection with
the annulus defines the signal region. All other regions on the
ring were considered as background region. The values of the
four parameters b, r1, r2 and ∆cut were optimized such that the
attained significance of a DM signal per square root time was
maximized. The maximization was carried out for a wide range
of WIMP masses but the dependence on the actual WIMP mass
was found to be fairly weak. The derived values for both can-
didate arrays are listed in Tab. 1.2. Judging from present IACT
observations, we do not expect strong diffuse gamma-ray emis-
sion to extend outside the ±0.3◦ box used to mask the galactic
disc. New point-like or slightly extended sources will be ex-
cluded, making the On and Off region smaller. In addition, the
approach is only sensitive to gradients in the diffuse gamma-ray
emission, whereas the charged particle background is isotropic.
In the optimization process an Einasto profile was assumed for
the DM signal, but the optimal values are only weakly depen-
dent on the assumed profile in the region beyond 0.3 degrees
from the Galactic plane.
The usage of the annulus implies the same acceptance for

signal and background region since the acceptance is, to good
approximation, only a function of the distance to the observa-
tion position. Placing both signal and background regions in the
same FOV implies that both regions will be affected by time-
dependent effects in a similar way. A disadvantage is, however,
that the angular distance between the signal and background re-
gion is only of order of the FOV diameter, reducing the contrast
in Eq. 1.4 considerably. This contrast was increased in the On-
OffMethod where data-taking with an offset of typically 30’ in
Right Ascension was assumed. In this mode, the telescopes first
track for half an hour the same observation position as in the
Ring Method which defines the signal region. The telescopes
then slew back and follow the same path on the sky for another
30min. The second pointing has the same acceptance as the
first one since the same azimuth and zenith angles are covered
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projected sensitivity for
Galactic Center (100h)

but generates a background region with much increased angu-
lar distance to the GC. In the On-Off Method, the observation
time was 50 h for the signal and 50 h for the background region
giving again a total observation time of 100 h. Regardless of
whether the Ring Method or the On-Off Method was used, all
areas with |b| < 0.3◦ were excluded from signal and background
regions to avoid pollution from astrophysical gamma-rays.

Method Array mχ J̃s ∆Ω

(TeV) (1022 GeV2 cm−5) (sr)
Ring E any 4.68 0.00117

B any 4.43 0.00104
On-Off E 0.1 16.4 0.00751

1 19.7 0.01044
10 28.7 0.02211

On-Off B 0.1 16.4 0.00751
1 22.8 0.01384

10 28.7 0.02211

Table 1.3: Astrophysical factor for the signal region and size of the integration
region (∆Ω) for Ring and On-Off method. In the case of the On-Off Method,
∆Ω was chosen as the entire FOV of the candidate array which introduces a
dependence on the assumed WIMP mass since the effective FOV grows with
photon energy. The table gives values for a WIMP mass of 0.1, 1, and 10 TeV.

The astrophysical factor (Eq. 1.2) was taken from the Aquar-
ius Simulation [115] which had been corrected for the pres-
ence of subhalos below the resolution limit of the simula-
tion. The line-of-sight integral assumes a value of 40.3 ×
1024 GeV2 cm−5 sr−1 at Ψ = 1◦. Table 1.3 lists the astrophysical
factors of the signal regions which were defined in the Ring and
On-OffMethod, respectively. In case of the On-OffMethod, the
signal region was defined as the total effective FOV of the On–
pointing which introduces a dependence on the WIMP mass
since the FOV grows with photon energy. For the WIMP anni-
hilation spectrum dNγ/dEγ several different choices were con-
sidered. The generic Tasitsiomi spectrum [60] is appropriate for
a dominant annihilation into quark-antiquark pairs with subse-
quent hadronization into π0 particles and was used in the opti-
mization of the parameters of the Ring Method. Other spectra
were explored by considering b  b, τ+τ− and µ+µ− final states
[88].

Discussion

The two plots in Fig. 1.9 show the upper limits for WIMP
masses between 0.1 TeV and 10 TeV, translated from the sensi-
tivity using here the method of Feldman and Cousins [59]. Each
curve corresponds to one set of assumptions. It is evident that
the most constraining limits can be derived for masses of about
0.5 TeV which is a factor of 2 improvement compared to cur-
rent IACT arrays like H.E.S.S. reaching best sensitivity around
1 TeV. This is a direct consequence of the lower threshold and
superior stereoscopic background rejection of the CTA candi-
date arrays. Typical limits are around few 10−26 cm3s−1 which
is a factor of 10 improvement compared to current IACTs. The
comparison of array E (blue) and B (same line style but red)
shows that the limits for array B are always better, which can
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Figure 1.9: CTA sensitivities on the velocity averaged annihilation cross-
section as a function of the WIMP mass. Shown are curves for the candidate
arrays E (blue) and B (red). Top: Comparison of the Ring Method (solid lines)
and On-Off Method for background subtraction. Annihilation as in Tasitsiomi
and Olinto [60] was assumed. Bottom: Comparison of different WIMP spectra
for the Ring Method. The solid line denotes the case of annihilation into b  b;
µ+µ− and τ+τ− spectra are shown by the dotted and dashed lines, respectively.
On both panels, the classical annihilation cross section for thermally produced
WIMPs at 3 × 10−26 cm3s−1 is indicated by the black horizontal line.

be understood from the fact that B comprises 5 large-size tele-
scopes and array E only 4. The magnitude of this effect is,
however, comparatively small (∼ 20 %). Overall, CTA should
be able to probe the parameter space below the velocity aver-
aged annihilation cross-section for thermally produced DM of
3 × 10−26 cm3s−1 for WIMP masses between several ten GeV
and several TeV.

The upper panel of Fig. 1.9 illustrates the impact of data-
taking with the Ring Method and the On-Off Method for the
case of a dominant annihilation into quark-antiquark pairs with
subsequent π0 creation [60]. The On-OffMethod (dashed lines)
is more sensitive than the Ring Method (dashed lines). One
must keep in mind, however, that the On-Off Method spends
50 % of the observation time far away from the GC which im-
plies that this data set will be of limited use for studies of astro-
physical sources. Another drawback of the On-Off Method is
its susceptibility to systematic effects arising from variations of
the data-taking conditions (electronics, atmosphere). In view of
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Summary
• Several hints of possible dark matter signals have been uncovered in gamma-ray and cosmic-ray 

data!  This is a very interesting time for indirect detection!

• New constraints on dark matter models have been obtained from null searches for indirect dark 
matter signals in Fermi LAT data using a variety of targets

• Searches for dark matter signatures in gamma rays from the Milky Way halo and dwarf galaxies 
exclude canonical thermal relic dark matter annihilation cross-sections for masses less than a 
few tens of GeV for some channels

• Fermi LAT CRE data provide a valuable probe of dark matter models that could explain the 
measured rise in the local cosmic-ray positron fraction

• Non-observation of CREs from the Sun places strong limits on inelastic and secluded dark 
matter models; inelastic dark matter constraints are complementary to those from direct 
searches

• CTA will provide new, strong sensitivity to dark matter signals, especially at high WIMP masses

• Current searches are already testing canonical WIMP dark matter models; there is great 
potential for discovery in future dark matter searches with gamma rays and cosmic rays!

• Fermi data are public!!!  Please (continue to) use them!!!
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