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An old story from my graduate school days at CLEO

® Long ago, a young theoretical physicist had real trouble finding a girlfriend
for a long time. Very frustrated, he complained to Hans Bethe

@ Hans’s advice (with his strong German accent):
Young man, if the cross section is soooo low,

increase the luminosity !

- good advice for students who were interested in charm and beauty

Rate = o L

O - cross-section
probability that an interaction will occur

For the experimentalists, we have a similar problem,
on all frontiers ... increasing the luminosity is one
way to go... esp. when cannot increase cross section

N : 2& Fermilab
Tracking Trigger R&D - Ted Liu



For hadron collider: increasing luminosity
could get one into deep trouble ...

O H—ZZ — uuee, M, = 300 GeV for different luminosities in CMS
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Paper in 1982: concerns with High Luminosity

A PRIMER ON DETECTORS IN HIGH LUMINOSITY ENVIRONMENT

R. Huson, L. M. Lederman and R. Schwitters
Fermi National Accelerator Laboratory®
Batavia, Illinois 60510

I. History

The following remarks are relevant to the problem
of balancing luminosity versus energy in new HEP
construction,

In a 1973 Isabelle Summer study,! it was stated
that the only experiment that would succeed at a
luminosity of 10°%cm~2sec™! was one in which the
apparatus was shielded from the collision region by
massive quantity of steel. In 1981, this opinion was
confirmed by an authority no less than S.C.C. Ting.z
It may be instructive to review the progress of
collider detectors over the past decade. In 1973, the
time resolution or,better, the integrating time of
tracking detectors was =100 ns. In 1982, this time
has remained the same since PWC's are still the
fastest tracking devices available. The fundamental
limit is the saturated drift velocity of electrons in
gases. Better resolution and three dimensional
properties have led to the choice of drift chambers
and TPC's which have considerably longer integration
times. A new characteristic of 1982 detectors is the
increasing pervasiveness of calorimeters which have
become indispensable devices for measurement of
electromagnetic and hadronic energy, especlally at
momenta where magnetic measurements become imprecise.
Calorimeters, because of their innate geometric
dimensions set by the nuclear mean free path and their
distance from the interaction point have integration
times of ~200-1000 ns. Of course this is the present
state of the art which depends on the properties of
BBQ, gas chambers, 1liquid argon, lead glass, ete.

The conclusion is that things have only gotten
worse since 1973.

ITI. Integration Time - Tracking

What are the implications of 1long integration
times? We are facing collision energies so high that
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tracking efficiency; there is in fact a fair
likelihood that these high multiplicities will render
any of the tracking devices, as we now understand
them, inoperable. PWC's have operated at ambient
singles rates of 10 Mcps with fairly simple track
configurations. However, experience with 20-30
tracks, e.g., at the ISR's Split Field Magnet or at
various multiparticle spectrometers suggest a CDC 7600
CPU analysis time per event of hundreds of
milliseconds up to ~5 sec! To contemplate the
functioning of a track chamber with several hundreds
of tracks, many of low and "curling” energies (even
given scintillation tagging) clearly requires a major
advance. As a dramatic example, look at Fig. 1 and
imagine superposing 2, 3 or 5 such events in a single
trigger.

We should note that before one can reject tracks
for pointing incorrectly one must be able to do the
pattern recognition. A more quantitative tabulation
of the influence of finite integrating time 1is
presented in Tables I and II,

III. Calorimetry

To this tale of woe we must add the problem of
the calorimeters. Now we have ~30 charged and 30
neutral particles incident upon the calorimeter which
has an optimistic integrating time of *200ns. This is
at "1 TeV. Multiplicities will about double at
10 TeV. It 1is true that a typical event may add
negligibly to a (say) 100 GeV/¢c transverse momentum
trigger. Some fraction of good events would be
confused by the integration, but it is also clear that
a large enough number of random accumulations of 10 or
20 minimum bias events can generate fake physies.
These may provide a background for a large fraction of
the anticipated physics signatures. During the
interval between real 100 GeV/c jets say (at the rate
of 10 per day) there would be ~5x10? 11 accumulations of
twenty random eventsl! If each charged particle
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FOREWORD

The "Workshop on Collider Detectors: Present Capabilities and Future
LBL-15973 Possibilities" was sponsored by the Division of Particles and Fields of
April 1983 the APS and hosted by Lawrence Berkeley Laboratory. It was held at LBL from
February 28th to March 4th, 1983.

The organizing committee consisted of A.K. Mann (Chairman), C. Baltay,

PROCEEDlNGS R. Diebold, H. Gordon, D. Hartill, P. Nemethy, D. Ritson and R. Schwitters.

OF THE The Tocal organizing committee was R. Cahn, S. Loken and P. Nemethy.

1983 DPF WORKSHOP The workshop focused on the problems posed by high luminosities at

hadron colliders, considering luminosities on a continuous range from 10Zg
ON to 10°% em™° sec™', picking two specific center-of-mass energies, 1 TeV
and 20 TeV. The participants divided into the five working groups tabulated

Collider Detectors: beou.
Present Capabilities These proceedings contain three sections. Section I consists of input

to the workshop, the introductory comments of the organizing committee chair-
And man (A.K. Mann); two out of our three invited talks (W.J. Willis, M. Banner,
C. Rubbia) on collider experience; finally two documents, which were invaluable

in getting the workshop started, theoretical estimates of relevant cross sections

FUture POSSibi“ties (R. Cahn) and of high P; jet behavior (F. Paige).

Section II contains the working group summary reports from the five work-
ing groups; this is the meat of the workshop. Section III is a rich mix of

February 28 - March 4 1983 contributed papers relevant to the workshop.
]

I want to thank Jeanne Miller, our workshop secretary, and Peggy Little, the
LBL Conference Coordinator, for all their help; Donna Vercelli, Judy Davenport
and Loretta Lizama for their work on the proceedings. I also thank our working

Lawrenoe Berkeley Laboratory group leaders and scientific secretaries for their dedication and all the parti-
University Of California cipants for a lively and spirited workshop. Support for this workshop was pro-

. . vided by the Department of Energy and the National Science Foundation.
Berkeley, California 94720

Peter Nemethy
Workshop Organizer

Edited By
Stewart C. Loken and Peter Nemethy

WORKING GROUP GROUP LEADER SCIENTIFIC SECRETARY
Tracking Detectors Don Hartill David Herrup

o the U.S. Department of Energy under Contract DE-AC03-76SF00098 and for the Calorimetry Bernie Pope Melissa Franklin

y Physics Section of the National Science Foundation.
Triggers Mel Shochet Mike Ronan
Particle Identification Dave Nygren Rem Van Tyen
Detector Systems Barry Barish Mark Nelson
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] . Trigger challenges at high lumi:
Some colliders in the past |
e+e-, ep: beam background

p - - pp-bar, pp: pile up & pile up
unauthorlze.d part/c/eg 0N 5 and Rinete— Collisions
an unauthorized machine”
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B Factory case: Rate = o L

® Some basics:
s Luminosity: units of cm=s! or barn' sec™
- Often in ~1034cm-2s1= 10 nb-!s! = 102 fb-ls-!
- This was roughly B Factory luminosity
® A few physics processes at B Factory
w o(ete- —e+e-)atBF ~72nb = 720 Hz
u o0 (e+e- — hadrons) at BF ~4nb = 40 Hz
u o (e+e- — total) at BF ~ 84nb = 840 Hz
w Final events to tape ~ 100 Hz =» need to pre-scale

One can get a sense for B Factory trigger,
though there were interesting challenges...

! — . 3¢ Fermilab
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Interaction Region and High Background Beam Crossing @ 238 MHz

-ZOcmzo---»..---.-,,‘--.--,,.........L Head-on collision
I ; 1 aFz | |

Need to separate the beam

-3m " z(meters) +3m

beams passing through bending magnets
generate a “fan” of X-rays in bending plane

Bremsstrahlung & Coulomb interactio
produce energetic e, y along beam line

High Luminosity q High Background e
8

e+gas — & £& Fermilab
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PEP Il B factory

High Luminosity > High Background

Lost particle interact
with beampipe flange

» real collision

Track z/ distribution
for L1 passthrough
events

DCH Reco track Z0

0 6 30 %Farmilab



Babar Drift Chamber (tracking) Trigger ( LBNL )

The heart of DCT is the Track Segment Finder -,.;.'. =
TSF mm)continuously live image processor ‘

wwwww

The method: using both occupancy
and drift-time information, to find track
segments continuously with:

time resolution of ~ 100 ns,
spatial resolution ~ 1 mm
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Drift Chamber

a1

Look-Up-Table address position and time

3

(0/043) Track Segment Finder

as reriinan
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Tevatron case: Rate = o L

® Basics:

s Luminosity: units of cms' or barn! sec™
- Often in ~1032cm=2s1= 0.1 nb''s™! = 104 pb-ls =
- This was roughly Tevatron RunIT luminosity

® A few physics processes at Tevatron
“ O (top pair production) ~ 7 pb = 0.0007 Hz or ~ 60/day
u o (inelastic scattering) at Tevatron ~ 50 mb = 5 MHz

w Actual rate is limited by bunch crossing at ~1.7MHz
= Multiple interaction per beam crossing ...

w Final events to tape ~ 100 Hz =» challenge

Trigger is crucial for Hadron Collider ...

" — . 3¢ Fermilab
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Tevatron Runll Peak Luminosity

SVT Gigafitter upgrade
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Evolution of CDF’ s Runll Physics Program

Tevatron Run I, pp at s = 1.96 TeV
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Interesting history of silicon detector
and silicon based tracking trigger at
hadron collider

@ Stories on some technological innovations at CDF in
the 1980s-1990s
w the first silicon detector (SVX) at CDF
w the first Silicon Vertex Trigger (SVT) at CDF

Initially many people didn’t think it was useful or it could
have ever worked....

APS Panofsky Prize to Aldo Menzione and Luciano Ristori

14 — . 3¢ Fermilab
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Note “wedge” symmetry

Tracking Trigger R&D - Ted Liu

5 double sided layers
— S axial + 3 x90°, 2 x 1.2°
Very compact
Tight alignment tolerances
— For the trigger
Very symmetric
— 12fold in @
— OGbarrelsin Z

2% Fermilab



Very Large Scale Integration
the revolution

Carver Mead & Lynn Conway
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43 Nuchear nsoramencs and Methods @ Physcs Ressarch A27S (1989) 436440

M DelOrso, L Rissory / VEST strwctares for track finding
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We dicuss the architectare of @ devioe hased om the concnpe of

memory Scugned 50 wive the track findmg probless,

typecal of high encrgy physics cxperiments, i & e spus of & fow msoroseconds even for very high meltiplicity events. This
“machine” s implemented as 2 large array of cessoms VILSI chipe. AN the chips are ogual and each of them siores & nember of
“patterns”™, All the paticrns in all the chips see companad i pusalied so the dats comung from the detector wiale the detector is being

read out
L. Istroduction 2 The detoctor
The quality of results from present and futere high In thes & we will that our detector CATARS

encrgy physics expenments depends 10 some exient on
the implementation of fast and efficent track fndng
algorithens. The detection of Asay flaser production,
for example, depends on the of sec-
ondary vertwes generated by the decay of loag bved
particles, which in tuen requires the reconsrscuon of
the majority of the tracks in every event

Particularly appealing i the possibility of having
detaded tracking wnf lahle a1 srigper Sevel
even for high multphicny events Thes informatson coudd
be wad 10 seloct events based on Impact parsecter of
seoondary vertioes. I we could do this in a selficsently
short ume we would significantly ennch the sample of
events contaiming heavy flavon.

Typical events foature up 10 several tom of tracks
each of them traversing » few positeon somsitive Setocior
Inyers. Each layer desects many s and we mamt oo
rectly correlate Nits belompng 10 the same ik on

different layers before we can compute the parsmetors
P PR PR P——

comssts of a number of layers, each layer being seg-
mented o & sumber of Mas. When charged particles
croms the detoctor they At one bin per layer. No partscu-
lar assemption is made on the shape of trajectories:
they could be straght or curved Also the detector
layers seod not be parallel noe Mar. This abstraction s
meant %0 represent a whole class of real detectors (drift
hambers, silicon w detectors etc). In the real
world e coordisase of each it will actually be the
rewsdt of some competation performed on " raw™ data
M could be the comter of gravity of a cluster or a charge
drvimon isterpolation or & dnft-ume 1O space conver-
won depending on the particular class of detector we
e conmdering. We assume that all these operations are
performed upstream and that the resalting coordinates
are “henned” im some way before being teansmitied o
o Seve

C3E NSNS

CONTICY, S

16chips |oa

Fig 5 08 AM cups tiod by the " ghae™

We discuss the architecture of a device based on the concept of associative memory designed to solve the track finding problem,
typical of high energy physics experiments, in a time span of a few microseconds even for very high multiplicity events. This
“machine” is implemented as a large array of custom VLSI chips. All the chips are equal and each of them stores a number of

“patterns”. All the patterns in all the chips are compared in parallel to the data coming from the detector while the detector is being
read out.




Tracking in 2 steps

® Pattern recognition and track fitting done separately and pipelined

1. Find low resolution

Tr'aCk CandidaTeS /l I |M|R|O|G|dlsl | AN |=/|.ql\l [T T T T T T ||\
n " \ \ Y X\
called “roads™ D W V400 V. W
P VI T T 11 |‘.|\\| [ T T T 1
\ N %
\
Super Bin (SB)

2. Then fit tracks (L AV )
inside roads. —— : L '
a linear approximation | N . A |

\ 0 N\ J

gives near ideal precision

A very successful approach at CDF for Runll, based on

Associative Memory, which in turn, based on CAM

18 N . & Fermilab
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CDF original SVT system had ~400K patterns total ...
128 patterns per AMchip -- commissione__d around ~2001.

{1 ) R = —
: B " -,"\"_’?,:ar- "~ '_ 2

The rest, is history ... (the rich physics program out of CDF)

19 — . 3F Fermilab
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Can we put entire SV'T in one chip?

RAM
(see

VIPRM B
P, e . = = . v
S
é
- 1
; .
1 " ]
/ e
b ]
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........

i

2 meters
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LHC case: Rate = o L

® Some basics:
s Luminosity: units of cm=s! or barn' sec™
- Often in ~1034cm2s1= 10 nb's! = 102 pb-Is-
- This is LHC design luminosity
® A few physics processes at LHC at 14 TeV
% O (top pair production) ~ 700 pb = 7 Hz or ~ 600K/day
u 0o (inelastic scattering) ~ 70 mb = 700 MHz (interaction)

“ Actual event rate is limited by bunch crossing at 20/40MHz
= Multiple interaction per beam crossing ...

Why go to such high luminosity with all the trouble?

21 — . 3¢ Fermilab
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o LHC vVs=14TeV L=10*ctm’s’ Event Rate

barn
- GHz
inelastic
pd AREES
MHz
Rate = o L
Hz

Trigger & reconstruction eff.

SUSYqa+qg+ag
RP=2, IEmg=mg/2

Hunting for new particle with

nﬁ.:2¢;m.g= - .
pp| 99 - cross section down to
B N\ H/ ~1fb
b 100 fb! per year ~ 105 fb-ls1= 1034cm2s!
Hgy2Z">
* Zop3y scalar LQ Z;2 n:Z
50 00 00 00 1000 2000 09

jet Ey or particle mass (GeV)



| 1 L 1 -Expected Pile-up at High Lumi LHC
' = = ' in ATLAS at 10%°

5\ HIGZ_01 @ acas060.usatlas.bnl.gov

—— =20 T

Barrel Detector

" End-cap semiconductor fracker od Liu AF Fermilab



The effect of pile-up on silicon detector occupancy

From Atlas FTK Technical Proposal

[ SILICON OCCUPANCY VS LUMINOSITY el Laven o
9 20000 F wH(120)-»bb with 14.2.25.10 simulation
> [ ATLAS barrel
Z L PIXEL LAYER 1
ot 15000 ] PIXEL LAYER 2
I A o
o4& !
o 8 10000 |
x :
uJ -
(1) 5000 i sch l_AYETS
Z : / (edge mode)
- ,
Z

0 1.0 x 10% 2.0 x 10% 3.0 x 10%

LUMINOSITY (cm™@ sec™)

y intercept: all of the tracks from the primary interaction!
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ATLAS and CMS

only have calorimeter and muon
trigger at Level 1

Pattern recognition much easier on calo & muon:

The approach works well at low luminosity ...

25 - | £ Fermilab
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bamn

mb

o

Collisions (p-p) at LHC

e -2 1

LHC vs=14TeV L=10"cm's Event Rate ev/year

k—o Event rate Wp|CHz
inelastic

— bb
MHz

kHz
Hz
AmHz

scalar L Z-T‘2 qu

jet Ey or particle mass (GeV)

10 Operating conditions:

"] one “‘good” event (e.g Higgs in 4 muons )
Y +~20 minimum blas events) -

10 " &' ook 7 74 ‘.,

10" :
SR ks with pt> 2 GeV

10

10 10

Rleconstructed tracks with pt > 25 GeV

1 It is crucial to have tracking at early trigger stages
T =» enormous challenges

Atlas FTK (Fast TracKer) is the first step in this direction at
LHC, and uses all silicon tracker info at L2



The LHC case

Frontier physics at LHC in the future:
Go to Higher Energy: needs aggressive R&D in Magnet
OR

Go to Higher Luminosity: needs aggressive Tracking Trigger R&D

® It has become clear that track based trigger capability will be crucial to the
frontier physics reach at LHC in the future, as luminosity increases.

® The current technology using fiber data transfer, FPGAs, custom chips and
modern PCs cannot be scaled in a simple manner to accommodate all the
tracking trigger demands.

e Significant improvements, or breakthroughs, will be needed. In other
words, aggressive R&D efforts will be required.

= How to take full advantages of modern technology

21 — . 3¢ Fermilab
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Detector design
for triggering S S

Data
formatting

« Selected R&D topics

(1) Data Reduction at detector/sensor stage
(2) Data Transfer challenges
(3) Data Formatter using ATCA technology

Tracking Trigger Issues
at hadron colliders

(L1 & L2/HLT)

Pattern
Recognition

Associative Memory
Others ...

(4) Pattern Recognition: 3D AM R&D: VIPRAM
= “Vertically Integrated Pattern Recognition Associative Memory” HLT
(5) Track Fitting: GPU study for low latency tracking

28
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Track
Fitting

FPGA vs CPU vs GPU

N
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25m

(R =514 mm

R =443 mm
SCT

A

R =371 mm

LR =299 mm

Tile calorimeters

LAr had onic end-cap and
forwcm calorimeters

W

R=122.5mm
R =88.5 mm
R =50.5 mm

R=0mm

29
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A sense of scale:
Atlas Silicon Tracker vs CDF SVX 11

617 mm |
560 mm !
n=22 \ . \
\

275 mm 4
149.6 mm

88.8 mm

R=0 mm I~

2720.2 2505 -
2710 ghls2 17714 =
1'299 9 1091.5 g34 848
SCTendcap 8538  ggo OO0 . 400.5
TRT end-cap — =l T

R-phi view of Barrel region:
S Other relevant aspects:
— Collision energy/rate

S N . Pileups/occupancy

= [/ ~. 'y Symmetrical design or not
'/ /3PIXELlayers | | | Materials CDF SVX I
o L 11 Cabling map

Tr ack cr osses 11 detecton layers .

/ Total # of readout channels:

Channels used for SVT:
4*2 SCT layer's PIXELS: 80 millions ~ 0.2 millions
- ' SCT: 6 millions
. AM Patterns needed: > 1 Billion patterns 1st used: ~400K

, : : 3F Fermilab
Tracking Trigger R&D - Ted Liu



Detector design
for triggering S S

Tracking Trigger Issues
at hadron colliders
(L1 & L2/HLT)

" Forward SCT

Data transfer

Data
formatting
Pattern Associative Memory
Recognition | Others ...
« Selected R&D topics Track
Fitting
(1) Data Reduction at detector/sensor stage FPGA vs CPU vs GPU
(2) Data Transfer challenges
(3) Data Formatter using ATCA technology \
(4) Pattern Recognition: 3D AM R&D: VIPRAM
= “Vertically Integrated Pattern Recognition Associative Memory” HLT
(5) Track Fitting: GPU study for low latency tracking
31 3¥ Fermilab
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Data Formatting Challenges

62m

: Detector models built
x by Yasu Okumura
(new UC&FNAL postdoc)

Massive amount of data need to
be shared for pattern recognition
for tracking trigger

End-cap disk layers

32




Data Formatting

Modules 222 RODs DF System 64 FTK Towers
;z:;:cu;:;z?‘ucjs : E..Il....l.lll......lll.ll.l.ll..:
ROD M s
module -
ROD : FTK Tower
module — E
module H
ROD FTK Tower
module
ROD

Figure 2: Data from 222 inputs to the Data Formatter and are sent to downstream 64 FTK
towers after remapping, reformatting, and sharing,

33 - | £ Fermilab
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Old Data Sharing techniques

-- a slide from Jamieson Olsen (FNAL engineer)

® Jumper cables

w Flexible, but ugly and difficult to
maintain

s Still requires custom backplane
@ Dedicated traces on the

w Each crate may be different

backplane E——
w Custom backplane \ T -

w Inflexible design

® Another option?
w Modern ATCA with full-mesh

Tracking Trigger R&D - Ted Liu

£ Fermilab



Advancea TCA®

Data Formatter ATCA board (Pulsar-lla) e;ign at Fermilab with
full-mesh backplane for data sharing (one FPGA per trigger tower, 64 trigger towers total)

“ | 16 DF boards

0A

16 DF boards

Figure 2: The Four FTK 7 regions. Note the significant overlap in the high occupancy central
barrel regions.
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Block Diagram

Tracking Trigger R&D - Ted Liu

£% Fermilab



Pulsar-Ila

/0O bandwidth
approaching:

Challenging Implementation
Developed for Atlas FTK (L2) at Fermilab,
potentially useful for L1 track trigger in the future

37 2= Fermilab
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Output from DF

{558, AUX card) /1 e
/’/
ATCA fabric

Dackplane

—

Inter-FPGA
(on board bus)

Figure 7: How to share the data inside of the Data Formatter system. The Data Format-
ter system consists of 4 ATCA shelves, 32 boards (8 boards/crate), and 64 FPGAs (2 FP-
GAs/board). The data are input to a FPGA and shared in Data Formatter system via (1)
inter FPGA on board bus (purple lines), (2) ATCA fabric backplane (blue lines), and (3)
inter-crate fibers (orange lines). Eventually the data will be sent to downstream for main
track finding and fitting processes.

40
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Extensive bandwidth requirements
study done using real beam data
with optimized (detailed) cabling

assignments (no IBL yet)

Inter-shelf
(ATCA Z3 + opt. link

Inter-FPGA
(High speed L

e L L L L L L T T T T T Ty

DF system (4 ATCA shelves)



Shelf-board-FPGA-Trigger Tower assignments

Shelf1 Phi Start 0

Board0 Bosrd| |Bosrd2 Board3 |Boarda Board$ |Bosrds |Board?
FPGAD Phi0 C-Endcap  |Phi0 C-Barrel [PhO A-Barrel |Phi0 A-Endcap  |Ph2 C-Endcap  |Phi2 C-Barrel |Phi2 A-Barrel  |Phi2 A-Endcap
FPGAI Phil C-Endcap  |Phil C-Barrl  |Phil A-Barrel [Phil A-Endeap  |[Phid C-Endoap  |Phid C-Barrel  |Phi3 A-Barrel  |Phi3 A-Endcap
Shelf2 Phi Start 4

Board0 Board! |Board2 Board3 |Boards Board$ |Boardé |Board?
FPGAD Phi4 C-Endcap  |Phi4 C-Barrel [Phi4 A-Barrel |Phi4 A-Endcap  |Phi6 C-Endcap  |Phi6 C-Barrel |Phi6 A-Barrel  |Phi6 A-Endcap
FPGAI Phi C-Endcap  |Phis C-Barrl  |PHS A-Barrel |Phi5 A-Endcap |Phi7 C-Endeap  |Phi? C-Barrel |Phi7 A-Barrel |Phi7 A-Endcap
Shelf3 Phi Start 3

Board0 Board| |Board? Board3 |Board4 Boards |Boards |Board?
FPGAD Phi8 C-Endcap  |Phi8 C-Barrel [Phi8 A-Barrel |Phi8 A-Endcap  |PH10 C-Endcap |Phil0 C-Barrel |Phil0 A-Barrel |Phil0 A-Endcan
FPGAI Phi) C-Endcap  |Phi9 C-Barrl  |PHO A-Barrel [Phid A-Endeap |Phill C-Endcap |Phil 1 C-Barrel |Phil1 A-Barrel [Phill A-Endcap
Shelf4 Phi Start 12

Boardd Board] |Board2 Board3 |Boarda BoardS |Boardé |Board?
FPGAD Phil2 C-Endcap |Phi12 C-Barrel [Phi12 A-Barrel [Phil2 A-Endcap |Phi14 C-Endcap |Phil4 C-Barrel |Phil4 A-Barrel |Phild A-Endcap
FPGAI Phil3 C-Endcap |Phi13 C-Barrl [Phi13 A-Barrel |Phil3 A-Endcap [P 15 C-Endcap |Phils C-Barrel |Phils A-Barrsl |Phil5 A-Endcap
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Data Sharing

43

e sspoese
QOO LB T BT R CE U I CUTB TR 2T L R T

R A O R S S 1 T T A SR T R T L R S v T L R
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3 i -~ o :
U - "

Input Output of DF boards (Pixel) Input Output of DF boards (SCT)

(b)

lnrmird _ Mudnad

Tracking Trigger R&D - Ted Liu
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Inter-crate communications
(a fraction of the connections needed for FTK)

Shelf1 Phi Start 0

Board0 Board1 Board2 Board3 Board4 Board5 Board6 Board7
FPGAO Phi0 C—Endcap |Phi0 C¥#8arrel |Phi0 A9Barrel |Phi0 A4Endcap |[Phi2’"C—-Endcap |Phi2.8-Barrel |Phi2A-Barrel |Phi2#A—-Endcap
FPGAT Phil G-Endcep |Phi1 Q=Bartl, |Phi1 A<Ratvel [Phil A=Endeap |Phi2iC-Endcap |PAi2iC-Barrel |Phi2iA-Barrel |PAi2:A-Endcap

N -

Shelf2 Phi Start \ 4\\x-' —— - —

Board0 Boardi™ =l Boar@\ Boardgs: IBna.-\Q( Bogpﬁr Boaﬂ( Board7
FPGAO Phi4 Q-Eridcap |Phi4 Q-Barfel |Phi4 AtBarrel |Pii4 A-Endeap |Phi6 C-Endcap |Phic C-Barrel |Pni6 A-Barrel |Phib A-Endcap
FPGAT Phi5 OtEadgap _|Phi | [ehis i5 A PhiZyg-Endcap’_ |PhiZE-Barrel” |Phizh-Barrel |PhiZA-Endcap
Shelf3 Phi Start 8

Board0 B 5 0 Board7
FPGAO Phi8 Q—Eﬂﬂ{ Phi8 el |Phi8 i8 cap, —Endcag. |PhitQ C-Barrel. |PRMOM-Barrel 1 —Endcap
FPGAI1 Phi9 CﬁndaQL Phi9 Phi9 Phi ap (P —Eridcap i —Barrel i —Barrel P% —Endcap
Shelf4 Phi Start 12

Board0 Bo oa 0 % m‘ﬁ\‘- Board7
FPGAO Phi12 Q—Epté Phi12 el |Phi12 el [Phil2 ap —Endcap C—-Barrel A-Barre A-Endcap
FPGA1 Phi13 @“Endcap |Phi13 C¥Barrl |Phi13 A¥Barrel |Phi13 AcEndcap |Phi15 C-Endcap |Phi15'C-Barrel |Phi15¥A-Barrel |Phi15"A-Endcap

44 3¥ Fermilab
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® Analysis uses real beam data

Data Volume Analysis Summary

w 7 TeV with<u>~10

w  Extrapolated to 14 TeV and <u> ~ 80
® Analyzed data volume on

.

\
\
\
\

Output to AUX
Output to SSB
Inter-FPGA local bus

ATCA Backplane Fabric Interface channels

Inter-Shelf fiber links

(by Yasu Okumura)

® Worse case shown below (conservative, assume no clustering in pixel)

7 TeV (u) =10 | 14 TeV () = 80
AUX card 2.9 23.2
SSB 0.6 5.1
Inter-FPGA 2.4 19.2
ATCA Fabric 0.6 5.1
Inter-Shelf 0.7 5.8

Tracking Trigger R&D - Ted Liu

Units are Gbps
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Data Formatter FPGA Constellation for FTK

Animation by Jamieson Olsen

N : 2& Fermilab
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Routing Firmware

e

Fabiric > Fate:

Imeriace rterface
LocolBus — * LocakBus
Intir-Shalf Link - . '"'ti""

Figure 31: Overview of the FPGA routing firmware. Data packets containing SCT and Pixel
hits and clusters are output from a pair of mezzanine cards. Data packets also arrive on
the Fabric Interface channels, the local-bus link, and inter-shelf link. The firmware supports
“route through” which enables an incoming packet to be retransmitted over any output.

47 - . 3F Fermilab
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Prototype Board layout in progress (FNAL engineer: Jamieson Olsen)

ODO
ODO

oo oene
@

e ooee
@

DDRS3 (in progress)

Mezzanine Zone-3
Cards RTM Signals
LVDS Local
Bus
Zone-2

Fabric Interface

£ Fermilab
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Detector design
for triggering S S

Tracking Trigger Issues
at hadron colliders
(L1 & L2/HLT)

" Forward SCT

Data transfer

Data
formatting
Pattern Associative Memory
Recognition | Others ...
« Selected R&D topics Track
Fitting
(1) Data Reduction at detector/sensor stage FPGA vs CPU vs GPU
(2) Data Transfer challegnes
(3) Data Formatter using ATCA technology \
(4) Pattern Recognition: 3D AM R&D: VIPRAM
= “Vertically Integrated Pattern Recognition Associative Memory” HLT
(5) Track Fitting: GPU study for low latency tracking
49 £& Fermilab
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CDF original SVT system had ~400K patterns total ...
128 patterns per AMchip -- commissiong_d around ~2001.

N

——
B

b FEBNTEAS

L —= [ TS5 - S _

e N 2RR3SF
3 =N

2 meters

Question: Can we put the entire SVT system into one chip?
~400K patterns per chip = few x 1000 chips = Billion patterns ...

S0 — . 3F Fermilab
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RAM vs CAM

RAM (Random-Access-Memory): user supplies a memory
address and it returns the data word stored at that address

CAM (Content-Addressable-Memory): user supplies a data
word and it searches its entire memory to see if that data word
Is stored anywhere In it. In other words, it is accessed by virtue

of its contents, not its location.

w If the data word is found/matched, the CAM returns the storage
addresses where the word was found

w search its entire memory in a single operation, much faster than RAM
In essence, CAM ~ “Inverse RAM”

AM or PRAM: Pattern Recognition Associative Memory
w CAM based

— . 3¢ Fermilab
Tracking Trigger R&D - Ted Liu



Content Addressable Memory (CAM)

® CAM: inverse of RAM

“ user supplies a data word and it searches its entire memory
in a single operation to see if that data word is stored
anywhere in it

/\

>Fattern 7<

Vv

* One incoming pattern/hit at a time
* There is no memory of previous matches

52 2& Fermilab
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How PRAM works

e Pattern Recognition Associative Memory (PRAM)
s Pattern recognition finishes as soon as all hits arrive

w Potential candidate for L1 application m
Animation by Jim Hoff (FNAL engineer) l x
/\
Yerel —Hm
ayer2 g
Address

Match

Matc

Match
atc Match

Match

< = e
Layer 3 = I3
Ad;/\ss S =
Layer 4 :(cg fJ
Address <§U g
53 3% Fermilab
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Anatomy of a PRAM

(Pattern Recognition Associative Memory)

Address Match Memory

Majority Logic

CAM Cells
(only few bits shown)

More detector layers, or more bits involved, design more spread out in 2D

>4 — . 3F Fermilab
Tracking Trigger R&D - Ted Liu



Comments on Associative Memory

® Based on CAM cells to match and majority logic to associate hits in
different detector layers to a set of pre-determined hit patterns

@ Critical figures of merit for an AM based system:

(higher) pattern density & speed and (lower) power density

“ However, at chip level, more detector layers means more
CAM cells are needed for a given pattern, the layout are
more spread out in two dimensions (for a given technology
node) resulting in decreasing pattern density and increasing
driving load capacitance or power consumption, which in
turn reduces the maximal speed of operation

w Performance fundamentally limited by Moore’s Law

® This is the main limitation of an otherwise very powerful and proven
approach for its future applications within and beyond HEP.

>° — . 3¢ Fermilab
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The Challenge of future AM design

Increase the patterns density by 2 orders of magnitude;
and
increase the speed by a factor of >~ 3,
while
keeping the power consumption more or less the same

Much higher Patten Density & higher Speed
Yet much less Power Density
almost too good to be true

New idea: could go to “extra dimension” to achieve this
= generic R&D effort at Fermilab

56 N . & Fermilab
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From 2D to 3D

VIPRAM (Vertically Integrated Pattern Recognition Associative Memory)

e Gl || agh ol || Wk o || Wtk ot wmm\wmcms :
Weed O W O wmc.u wmcm wmmiwmm\

CAM CAM
Word Cell Wm@aﬂ MCQI] WomdlCoﬂ WMC@\I Word Cell ||SSIISE

CAM CAM CAM CAM CAM CAM
Word Cell || Word Cell || Word Cell || Word Cell || Word Cell || Word Cell ||

CAM CAM CAM CAM CAM CAM Taoad
Word Cell || Word Cell || Word Cell || Word Celf || Word Cell || Word Cell ||ESUISIESES

CAM CAM CAM CAM CAM CAM
Woed Cell || Word Cell || Word Cell | Word Cell || Word Cell \W@K@M Glue ]

CAM CAM CAM CAM CAM CAM
Word Cell || Word Cell || Word Cell || Word Cell || Word Cell || Word Cell (Sl

Each Row: CAM CAM CAM CAM
e Full Road || Word Cell | Word Cell || Word Cell W@n‘d@e WMC@M Waord Cell |88

CAM CAM CAM
Word Cell || Word Cell || Wozd Cell W@rd Cell md Wmd\ Cell

CAM CAM CAM CAM CAM
Word Cell || Word Cell || Word Cell || Word Cell W@WM@M Word Cefl RSl

Each tier
~only 10 um thick




VIPRAM

(Vertically Integrated Pattern Recognition Associative Memory)
http:/ /hep.uchicago.edu/~thliu/ projects/ VIPRAM/TIPP2011_VIPRAM_Paper.V11.preprint.pdf

fired road Pattern recognition for tracking
Is naturally a task in 3D
track

Each Vertical Column:
All the circuitry necessary
to detect one road.

Each Tier:

A 2-dimensional
classic CAM
dedicated to ONE
detector layer




The 3D stack is actually very thin
(<~ 10 um per tier)

__—— Each Vertical Column:
All the circuitry necessary
to detect one road.

,— Each Tier:

" A 2-dimensional
classic CAM
dedicated to ONE
detector layer

59 - | £ Fermilab
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Side view Top view
R&D for future track trigger applications (L1/L2):

_— Each Vertical Column:
All the circuitry necessary
to detect one road.

~ Each Tier:
A 2-dimensional
classic CAM
dedicated to ONE
detector layer

VIPRAM concept.
* In 3D, with 130 nm, VIRPAM could reach ~200K patterns/cm”2
* In 2D, even with 65 nm, could only reach ~50K patterns/cm”2 (AMchip04) |ap

rravnin



VIPRAM is almost an ideal case for the application
of 3D vertical integration technology

e A VIPRAM cell can process n layers of a road pattern in about the size of
just one CAM cell (pattern density increased by ~ n)

e Directly shortens the longest of the driving lines in the pattern recognition
cell ( ).

(reduced power density or highemzf)\‘)
e Layout of the CAM cells, Majority Logic cells, — %
input/output busses simpler, more efficient.
More freedom in layout.
e Could add CAL/Muon info to extra tiers, -
to ID electron/muon objects directly (L1) - w®
e VIPRAM architecture is inherently open and
flexible, making possible the design of
more general purpose fast pattern recognition ~ =&
devices far beyond the original AM used for HEP v

Each
All the
to del

61

Fig. 4 - A3D PRAM
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Key:

Muon

Electron

Charged Hadron (e.g. Pion)
— — — - Neutral Hadron (e.g. Neutron)
"""" Photon ,

Silicon
Tracker

Electromagnetic
Calorimeter

Hadron Superconducting
Calorimeter Solenoid

CERN, Febrisuy 2004

Iron return yoke interspersed
with Muon chambers

D Bamaey,

Potentially useful to directly
identify physics objects at L1,

Many advantages this way.
Animation by
high school
summer intern:

Tom Klonowski
62

: )]““

: Fermilab

Transverse slice
through CMS




Initial Goal of R&D

» proof-of-principle demonstration
» Control tier + ~2 CAM tiers

» density: ~ 200K patterns/cm**2
» study performance vs speed/cost

Tester board

RAMs

WI/{ Chs |

63 roads
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Basic Assumptions for R&D

@ 130nm Global Foundries CMOS

® Tezzaron' s 3D process
e 18 bits in the CAM cell (like AMchip04)

@ design for up to 8 detector layers (like AMchip04)
w This can be achieved with either 4 or 8 CAM tiers
% Only stack 1 Control + ~2 CAM tiers for proof-of-principle
® 4 um center-to-center TSV spacing for compatibility
with current Tezzaron’ s 3D process.
e |If a PRAM cell size can be about ~ 20um x ~ 20um
=>» expect up to ~ 250K patterns per cm**2 (in 130 nm).
aim for ~200K for proof-of-principle

o4 — . 3¢ Fermilab
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Design Work involved Control/interface/readout design

| Majority Logic cell design
. e Each Vertical Column:

All the circuitry necessary
to detect one road.

CAM cell design

Design work by

SIS Fermilab ASIC group
o v ‘E‘.ZZT“CAM' (Jim Hoff, Marcel Trimpl,
e/ 'A dedicated to ONE Gregory Deptuch)

Initial R&D goal:

Proof-of-principle demonstration
over next 3 years

& Fermilab



Testing 3D building blocks in 2D first

LS L

Figure 3 — protoPants

e

L UL TR
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The Control and CAM Tiers
are individually designed onto
two VLSI chips.

CAM
Tier

The designs are placed on a
reticule symmetrically across
the vertical centerline

CAM | Other|Other
Tier | Chip | Chip

Other|Other|Other| Other
Chip | Chip | Chip | Chip

Other|Other|Other| Other
Chip | Chip | Chip | Chip

Other|Other|Other| Other
Chip | Chip | Chip | Chip

Some number of wafers are
fabricated.

¥

The reticule is
stepped across
a wafer

Side view of a
wafer - circuits
on top, wafer
silicon below

[Cther ] Oner [ Oner [ Other

Face-to-Face 3D Wafer Bond

3D Wafer Bond - one wafer
is flipped over the other.
Electrical connection is made.

Option A

Two Tier Prototype - E a E
Done with Two Tier Prototype MPW

Option B
Multi-Tier Prototype

Thin the top wafer

Dice and keep only CTRL over CAM
50% Systematic yield loss. All cases
of CAM over CTRL are useless.

¥

Multi-Tier Path starting from
after the first 3D Wafer Bond
THIN THE BOTTOM

Face-to-Back 3D Wafer Bond

2nd 3D wafer Bond I

Dice and keep only CTRL over CAM
and CAM. 50% Systematic yield loss.
All cases of CAM over CTRL and CTRL
are useless.

One wafer is flipped over the other.

electrical connection and
mechanical adhesion are made.

[Cther [ Oner

67

Figure 5 - A two -tier, Single Mask Set 3D MPW process

Jl

11

Done with Multi Tier Prototype MPW

I THIN THE TOP |

Figure 6 - The conclusion of a typical 3D MPW process OR an alternate process

available to the VIPRAM.

b



Integrate AM and TF/FPGA stages
into one chip

e Bandwidth between AM stage and Track Fitting stage could be another
challenge

“ needs to transfer large number of fired roads and associated full
resolution hits into the TF stage

w The larger the AM pattern size per chip, the more demand

w Highly desirable if the two stages can be integrated

w High speed serial I/0 on FPGA can be used for input data 1O
w Board & system level design could be much simplified

@ 3D Technology could help here (in the future)
w Example: silicon interposer approach for Xilinx Virtex-7 FPGA
s Would make the chip much more flexible (within & outside HEP)

o8 — . 3¢ Fermilab
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High-bandwidth,
low-latency connections

Microbumps

Through-Silicon Vias (TSV)

C4 Bumps

4—— 28nm FPGA Die

=t ="t Si Interposer
) 0 & & 6/ 606 0 & 6 6 0 & 0 O ¢

Package Substrate

BGA Solder Balls

Virtex-7 2000T FPGA Utilizing
Stacked Silicon Interconnect Technologyed Liu

& Fermilab



Long term goal of R&D

» ~ 500K patterns/cm **2
» Running with > 100 MHz input rate
» N CAM tiers + Control tier
> integrated with FPGA/RAM
(general purpose pattern recognition)

RAMs

WI[’ Chis

tracks/u/y/e)

roads

70 - | £ Fermilab
Tracking Trigger R&D - Ted Liu



SVT in one chip: 2" phase of VIPRAM project
=>» general purpose chip

VIPRM lllﬂ -

e W — e
~ - et =r—

2 meters

Original SVT system had ~400K patterns total
~n  Aim to reach ~500K per cm™*2 for VIPRAM chip ... s cermitab

Tracking Trigger R&D - Ted Liu



Comments on future tracking trigger
applications of VIPRAM

e VIPRAM project is “Generic R&D” at this stage, and current focus is the
“proof-of-principle”.
e It was motivated by FTK simulation studies and is based on AMchip design
(the core), as such,
w Should be useful for future L2-like applications

w “SVT in one chip” approach could simplify board and system design

e For L1 tracking trigger
w The ultimate goal is to design it for L1 application
w VIPRAM architecture is inherently flexible & open (highly desirable)
w need to work out system level design vs chip level
“ need extensive simulation studies with physics cases for guidance
s Inputs and collaboration are welcome ...

72 — . 3¢ Fermilab
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Detector design
for triggering S S

Tracking Trigger Issues
at hadron colliders
(L1 & L2/HLT)

" Forward SCT

Data transfer

Data
formatting
Pattern Associative Memory
Recognition | Others ...
« Selected R&D topics Track
Fitting
(1) Data Reduction at detector/sensor stage FPGA vs CPU vs GPU
(2) Data Transfer
(3) Data Formatter using ATCA technology \
(4) Pattern Recognition: 3D AM R&D: VIPRAM
= “Vertically Integrated Pattern Recognition Associative Memory” HLT
(5) Track Fitting: GPU study for low latency tracking
73 3¥ Fermilab
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GPU performance

Study for low s'fﬂhsuf:x
latency
track fitting

L



GPUs: highly parallel, multi-threaded,
multicore processors with remarkable
computational power and high memory
bandwidth: promising candidate for fast
track fitting at high luminosity for L2 or HLT

Latency Measurements for Calculations in CPU Latency Measurements for Calculations in GPU

s 500 I T ¢ 10— T T T .
—— 1 Fit Pertormed - .
,8_ 10 Eit P: 2 - —— 1 Fit Performed -
~ SR S— . % 100} r ]
‘E 400 ——— 100 Fits Performed - € n 10 Fits Performed .
¢ - 500 Fits Performed g i “ l —— 100 Fits Performed j
- - 1 % e | | —— 500 Fits Pertormed -
3001 . - . .
: ] 60} |
200 | - :
™ R 401 —
100} . ! B ’
E : 20 N O
P - I I b [ - ok [P AP ]

20 25 30 50 70 80 20

Lsteacy (%) \Work done by UC student Wes Ketchum... et al=**"< “*!
Figure 4: Latency when performing our track-fitting algorithm in the CPU (left) and GPU (right), varying the number of fits performed.
Initial results promising even with an old low-end gaming GPU from Best-Buy
http://hep.uchicago.edu/~thliu/projects/TriggerRD/Processing-Power/TIPP_Proceedings_GPU_preprint.pdf
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Detector design
for triggering

Tracking Trigger Issues

Data ATCA based Data Formatting
formatting
Pattern 3D VIPRAM /
Recognition SVT in one chip
Track
Fitting cPU
Combining the three developments,
one could have a very powerful, general purpose \
modern trigger/pattern recognition/DAQ system ... HLT
far beyond the HEP tracking trigger applications...
77 3F Fermilab
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Fiber inputs

A bank of
VIPRAM or
SVT in a chip

GPU farm

General Purpose
Trigger/DAQ System
with MASSIVE parallel
processing & pattern
recognition power

Patterns ~ Billion / crate/shelf

78
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Detector design

for triggering S S
Summary
Data transfer
Data
formatting ATCA based general purpose board
Pattern 3D VIPRAM /

Recognition SVT in one chip

Frontier Physics reach at high luminosity LHC

to hunt for new physics require: higher detector ;(Z%k
precision and higher selection capabilities including ing GPU
higher sophistication in the selection algorithms thus
the most advanced Real Time processing technology \
HLT
LHC developments in this respect are also a “playground”
79 for developing and experiencing novel Real Time field. 2% Fermilab
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