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Keys to the technology
1. Plasma etchers can now make deep, near-vertical holes and trenches:

a.  SF6   in plasma → F, F–

 

→ driven onto wafer by E field
b.  Si + 4F → SiF4 (gas)
c.  SF6  replaced with C4F8 → CF2 + other fragments which
d.  form teflon-like wall coat protecting against off-axis F, F –
e.  repeat (a –

 

d) every 10 –

 

15 seconds

2. At ~620ºC, ~0.46 Torr, SiH4

 

, SiH2

 

Cl2

 

, SiHCl3

 

, and / or SiCl4

 

gas molecules

 
bounce off the walls many times before they stick, mostly entering and 
leaving the hole.  When they stick, it can be anywhere, so they form a 
conformal polysilicon

 

coat as the H or Cl

 

leaves and the silicon migrates 
to a lattice site.

3. Gasses such as B2

 

O3

 

, B2

 

H6

 

(diborane), P2

 

O5

 

, and PH3

 

(phosphine) can 
also be deposited in a conformal layer, and make p+ and n+ doped

 
polysilicon.

4. Heating drives the dopants into the single crystal silicon, forming p–n 
junctions and ohmic contacts there.  Large E drift fields can end before 
the poly, removing that source of large leakage currents.

5. Active edges are made from trench electrodes, capped with an oxide 
coat.  Plasma dicing up to the oxide etch stop makes precise edges.
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The original STS etcher.  (Newer 
ones by Alcatel, STS, and others 
have a number of design 
changes.  Etching should be 
faster.  It should be possible to 
make  narrower trenches and

 

 
holes.)
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D
d

An early test structure by 
Julie Segal, etched and 
coated (middle, right), 
showing conformal nature 
of poly coat.

An electrode hole, filled,

 
broken (accidentally) in a 
plane through the axis, 
showing grain structure 
(below).  The surface poly 
is later etched off.

290 µm

coated, top

coated, bottom

uncoated

Examples of etching and coating with polysilicon.
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Potential 3D features from preliminary calculations by Julie Segal:

3. Fast pulses.  Current to the p

 

electrode and the other 3 
n

 

electrodes.
(The track is parallel to the electrodes through a cell center and a 
null point.  V –

 

bias = 10V.  Cell centers are in center of any 
quadrant.  Null points are located between pairs of n

 

electrodes.)

1 ns 3 ns

50 µm

p

n
8 µm

50 µm
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3D       track with δ

 
ray       planar

p

n

Internal 3D electrodesTrack

p active -
 

edge electrodes

pn
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1.

 

shorter

 

collection distance

2.   higher average fields

 

for any 
given maximum field (price:  
larger electrode capacitance)

3.   3D signals are concentrated 
in time

 

as the track arrives

4.   Landau fluctuations (delta 
ray

 

ionization) arrive nearly 
simultaneously

5.   drift time corrections can be 
made

1. 3D lateral cell size can be smaller

 

than wafer 
thickness, so 

2. in 3D, field lines end on electrodes of larger area, so 

3. most of the signal is induced when the charge is 
close to the electrode, where the electrode solid 
angle is large, so planar signals are spread out in 
time

 

as the charge arrives, and 

4. Landau fluctuations along track arrive sequentially 
and may cause  secondary peaks

5. if readout has inputs from both n+ and p+ electrodes, 

Speed:  planar                3D

4.

4.

4.
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A Very Brief History of Ever Shorter Times
•

 

The first silicon radiation sensors were rather slow with large,

 

high 
capacitance elements.  The resultant noise was reduced by integration. 

•

 

For example, in the pioneering UA2 experiment at CERN, “the width of 
the shaped signal is 2 µs at half amplitude and 4 µs at the base.”

 

(Faster 
discrete-component amplifiers were available, but not widely used.)

•

 

The development of microstrip sensors greatly reduced the capacitance

 
between the top and bottom electrodes, adding a smaller, but significant 
one between adjacent strips.  

•

 

The 128-channel, Microplex

 

VLSI readout chip, had amplifiers with 20 –

 
25 ns

 

rise times, set by the need to roll off amplification well before 
•

 

ω

 

t ≤

 

π

 

(t = time, input to inverted output then fed back to input)
•

 

(Otherwise we would have produced a chip with 128 oscillators and no 
amplifiers.)  

•

 

The planned use of microstrip detector arrays at colliders with short 
inter-collision times required a further increase in speed.  

•

 

Silicon sensors with 3D electrodes

 

penetrating through the silicon bulk 
allow charge from long tracks to be collected in a rapid, high-current 
burst. 

•

 

Advanced VLSI technology

 

provides ever higher speed current 
amplifiers.  Up to the sensor speed, such signals grow more rapidly with 
increasing frequency, than white noise.  
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The first ever custom VLSI silicon microstrip readout chips.  Made at 
Stanford in 1984).  (left, 7.5 cm), then by AMI –

 

(right, 10 cm).
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30 ns

planar sensor pulse shape

(an early, successful, 
attempt to increase 
speed in the era of 1 
μs shaping times)

30 ns
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Some elements affecting time measurements

1.

 

variations in track direction

 

–

 

1 and 2 can affect the shape and 
timing of the detected pulse.

2.

 

variations in track location
3.

 

variations in total ionization signal

 

–

 

can affect the trigger delay.
4.

 

variations in ionization location along the track

 

–

 

Delta rays

 
–

 

high energy, but still generally non-relativistic, ionization (“knock-on”) 
electrons. Give an ever-larger signal when the Ramo weighting function 
increases as they approach a planar detector electrode, with their current 
signal dropping to zero as they are collected. This produces a pulse with a 
leading edge that has changes of slope which vary from event to event, 
limiting the accuracy of getting a specific time from a specific

 

signal amplitude 
for the track.

5.

 

magnetic field effects affecting charge collection

 

–

 

E × B

 

 
forces shift the collection paths but for 3D-barrel only parallel to the track.

6.

 

measurement errors due to noise

 

–

 

This currently is the 
major error source.

7.

 

incomplete use of, or gathering of, available information

 

–

 
This is a challenge mainly for the data acquisition electronics which, for high 
speed, will often have to face power and heat removal limitations.

8.

 

In addition, long collection paths for thick planar sensors increase the time 
needed for readout and decrease the rate capabilities of the system.
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1.

 

Calculate E fields using a finite element calculation.  (Not 
covered here.) 

2.

 

Calculate track charge deposition using Landau 
fluctuating value for (dE/dx) divided by 3.62 eV per hole-

 electron pair.  

3.

 

Paths of energetic delta rays

 

may be generated using

 Casino, a program from scanning electron microscopy.  
(GEANT4 may be used for some of 2 and 3.)

4.

 

Calculate velocities and diffusion using C. Jacoboni, et al. 
“A review of some charge transport properties of silicon”

 Solid-State Electronics, 20 (1977) 7749.

5.

 

Charge motion will induce signals on all electrodes, each 
of which will affect all the other electrodes.  Handle this 
potential mess with:

6.

 

Next:  charge motion, delta rays, Ramo’s theorem.

Calculating the signals
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DELTA RAYS
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is the product of a term near zero –

 

the non-relativistic T/pc –
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a term near one –

 

the relativistic pmax

 

c/ Tmax

 

–

 

so cos

 

θ

 

is small and the 
production angle is large.  

Starting with the very probable T = 3 KeV, and continuing with the 
increasingly less probable T = 10, 30, and 60 KeV, the angles are 86°, 84°, 
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•
 

With electron velocities of about 5 x 106 cm / sec, 
a delta ray of length 0.5 μm

•
 

if oriented ahead of the track
•

 
could reach an n electrode up to 10 ps ahead of 
the main track.

•
 

This will happen above 10 KeV in ≈
 

5-10% of 
events

•
 

These energies will be compared with the mean loss
•

 
dE/dxmin, silicon

 

= 1664 KeV / gm / cm2

 

giving
•

 
ΔTmean

 

= 2.329 x 0.017 x 1664 = 65.9 KeV.

DELTA RAYS -
 

2
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200 3-keV delta rays

0.1µm
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200 10-keV delta
 

rays

1 µm
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200 30-keV delta
 

rays

5 µm
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200 60-keV delta
 

rays

15 µm
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Energy deposition –
 

30 keV delta rays

50% containment contour depth of 2.0 μm, max full width of 0.8 μm

 75% containment contour depth of 4.3 μm, max full width of 2.7 μm

4.3 μm
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Energy deposition –
 

60 keV delta
 

rays

50% containment contour depth of 8.0 μm,   max full width of 2.0 μm
75% containment contour depth of 13.5 μm, max full width of 7.3 μm

13,5 μm
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“Figures 15 and 16 show the electron and hole drift velocities as

 
functions of the electric field E applied along a (111) direction at 
several temperatures, fitted by the equation : ”

A REVIEW OF SOME CHARGE TRANSPORT PROPERTIES OF SILICON,
C. JACOBONI, C. CANALI, G. OTIAVIANI and A. ALBERIGI QUARANTA 

(Solid-State Electronics, 1977, Vol. 20, pp. 7749.)

From:

we can get the drift velocities

 

for holes and electrons:

vdrift

 

= vm

 

ｘ(E/Ec

 

) ｘ[ 1+
 

(E/Ec

 

) β
 

] –( 1 / β

 

)

with the parameters given in Table 5:
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The formula is for <111> silicon, but the graphs below show that

 

at non-

 
cryogenic temperatures, there is not much variation in drift velocities with 

direction ( dashed line <111>, solid line <100>)
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Ramo’s theorem:  to calculate the current induced on any electrode

1.

 

Calculate the true fields and from them the charge velocity, v.

2. Calculate the weighting field, Ew , resulting from placing 1 V on 
the signal electrode and 0 V on all other electrodes. (The 
weighting field is usually largest near the signal electrode.  The 
large solid angle there intercepts more of the moving-charge’s 
field lines.)

3. The induced current, I, will be the dot product of the velocity 
vector with the (dimensionless) weighting field:      I

 

= q v · Ew .
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1.

 

Simon Ramo, “Currents Induced by Electron Motion”, 
Proceedings of the I.R.E., 27

 

(1939) 584.  Next slide.

2.

 

W. Shockley, “Currents to Conductors Induced by a Moving 
Point Charge”, Journal of Applied Physics, 9 1938) 635.  Done 
independently, but not nearly as nicely as Ramo’s paper.

3.

 

G. Cavalleri, E. Gatti, G. Fabri, and V. Svelto, ”

 

Extension Of 
Ramo's Theorem As Applied To Induced Charge In 
Semiconductor Detectors”, Nuclear Instruments and Methods 92

 (I97I) I37.  Leaving the era of vacuum tubes, adds material.

4.

 

E. Gatti, A. Geraci, “Considerations about Ramo’s theorem 
extension to conductor media with variable dielectric constant”, 
Letter to the Editor, Nuclear Instruments and Methods in 
Physics Research A 525

 

(2004) 623–625.

And here are some references:



32Ramo’s (and Shockley’s) theorem.

This is the entire paper.
You may show it to any graduate student (like me, 

once) who thinks Green’s theorem is useless.
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Velocities, diffusion, and collection times for a
100 µm

 
parallel-plate trench electrode gap.

electrons holes units
temperature 293.15 245* 293.15 245 °K

V (E = 0.5 V / µm) 4.93 7.0 2.07 2.22 cm/µs
t (E = 0.5 V / µm) 2.03 1.61 4.84 3.53 ns

σt

 

, (parallel diffusion) 0.059 0.16 ns
V

 

(E = 1.0 V / µm) 6.91 8.8 3.46 4.62 cm/µs
t (E = 1.0 V / µm) 1.45 1.21 2.89 2.22 ns

σt

 

, (parallel diffusion) 0.029 0.06 ns
3 KeV δ

 

ray

 

(1 V / µm) 1.9 1.5 3.8 2.8 ps
10 KeV

 

δ

 

ray (1 V / µm) 14 11 29 22 ps
30 KeV

 

δ

 

ray

 

(1 V / µm) 101 80 202 152 ps
60 KeV δ

 

ray (1 V / µm) 362 284 723 541 ps
Calculations based on material in:

A REVIEW OF SOME CHARGE TRANSPORT PROPERTIES OF SILICON
Solid-State Electronics 20 (1977) 77 –

 

89
C. Jacoboni, C. Canali, G. Ottaviani and A. Alberigi Quaranta
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Getting the charge off the large electrodes and 
onto much smaller transistors:

(In a passive circuit, the charge will divide in proportion to 
the capacitance, spreading to nearby electrodes.)

After the fed-back signal reaches the integrating capacitor, 
there will be an effective ground plane 1/(A+1)

 

of the way 
up, making an effective input capacitance (A+1)

 

times 
thinner and so (A+1)

 

times

 

larger.

In effect, the large output voltage reaching the feedback 
capacitor pulls the charge in,  (Not covered here:  removing 
reset noise.)

A

A

1Signal in:  1

Amplified signal:  A

Input Signal 
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1.

 

The same is true of current amplifiers which use resistive 
feedback elements (including the channel resistance of a 
fast transistor) generating a voltage proportional to the 
sensor current.  

2.

 

The input resistance is reduced by a factor of (A+1)

 which is useful for speed as well as pulling off all the 
charge from the sensor element.

3.

 

Amplifier speed, up to the sensor speed, also increases 
the signal size.  

4.

 

However,

 

to prevent noise-induced oscillation, the 
amplification must roll off approaching frequencies 
whose half-period time is less than the feedback time.

A

A

1Signal in:  1

Amplified signal:  A

Input Signal 
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rise times ≈

 

3.5 ns fall times ≈

 

3.5 ns

0.13 µm chips now fabricated and used here
rise, fall times ≈

 

1.5 ns
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next section offset so signal 
electrodes do not line up

signal electrodes with contact 
pads to readout

beam in

200 –

 

300 µm

active edge

Schematic diagram of part of one section of two of the planes in

 

an 
active-edge 3D trench-electrode detector.  Other offsets (⅓, ⅔, 0, ⅓, 

⅔

 

..etc.) may also be used.
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A trench-electrode sensor will have:

•

 

high average field / peak field,

•

 

a uniform Ramo weighting field, 

•

 

an initial pulse time that is independent of the track position

 

and,

•

 

for two facing 100 μm gaps with a common electrode and a 250 
μm thickness (in the track direction)

 

a capacitance of  0.527 pF 
per mm of height.

•

 

For moderate to high bias voltage levels ( ~ 50 V ) and low dopant 
levels ( ~ 5 ｘ1011

 

/ cm3 ) we can neglect V depletion

 

≈

 

2 V, and 
assume a constant charge-carrier drift velocity.  After irradiation, 
drift velocities will not be uniform, but will be faster as we raise 
the bias voltage.
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Schematic, idealized diagram of induced currents from 
tracks in a parallel-plate trench-electrode sensor. 

Tracks ( ●
 

) are perpendicular, at the mid and quarter 
points. 

Velocity (electrons) ≡
 

3.0 ×
 

Velocity (holes).  

time

Induced 
Current

electrons

holes 100 μm

n

 

electrode

p electrode
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But for now we used a 50 μm-side hex sensor (following 
slides)

1. with 20 V bias, at room temperature -
 

40V should be ok,

2. with each column of hexagons tied to a 0.13 μm 
current-amplifier channel (so large capacitance), 

3. exposed to an uncollimated 90Sr beta source,

4. output to an oscilloscope triggered by the signal itself.
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a track in two and an induced pulse 
in the other (green) neighbor



50

-10

-8

-6

-4

-2

0

2

-30 -20 -10 0 10 20 30

3d.speed.20v.01

triggering
adjacent
adjacent

time (ns)

Uncollimated 90Sr betas, 20 C, 
hex sensor (20V bias) to 0.13 μm 
current amplifier, self-triggers, 

event 1 of 99

30 ns
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The middle event
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3d.speed.20v.100

trigger
adjacent
adjacent

Uncollimated 90Sr betas, 20 C, 
hex sensor (20V bias) to 0.13 μm 
current amplifier, self-triggers, 

event 99 of 99

30 ns
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The single-column event with the largest expected 
timing error in the central scatter plot.
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The single-column event with the lowest peak amplitude.
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3d.speed.20v.02

trigger
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adjacent

time (ns)

First, one problem with betas:  an 
example of a possible angled track 

distorting the pulse shape.
(We will need real test beam data)
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Pulse shape from the sum of the 6 largest pulses. 
τ-rise = 1.6 ns,

 
fwhm

 
= 2.90 ns.  Note the trailing edge 

hole current, and amplifier ringing.

-80

-60

-40

-20

0

20

0 10 20 30 40 50

sum of 6 largest pulses

su
m

 p
ul
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 h

ei
gh

t, 
m

V

time (ns)

30 ns
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With a pulse from a pulse generator, with the 10% and 90% time points only 0.8 ns 
apart, we see an amplifier rise time of 1.5 ns.  Sensor signals have rise times of 1.6 ns. 

So the amplifier is currently the limiting element.  
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Pulses from an 800 ps rise-time pulse generator with the 2 neighboring 
channels (left), and the sum of 5 such pulses together with the sum of all 
10 neighbor-channel pulses (right).  The approximately noise-free shape 
shows no bulge on the trailing edge, indicating again the tail on the 
sensor pulses is not electronic in origin, but rather due to hole motion.  It 
can also be seen that the signals in the neighboring channels are induced 
and that the noise is reduced.
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Estimate the time resolution at room temperature with

• the hex sensor, and

•a preliminary version of a 0.13 µm integrated circuit readout

•using data from un-collimated 90-Sr βs (but only with tracks in the central 
channel).  

•(A wall-electrode with parallel plates would give shorter times, but the

 

hex 
sensor already has almost the same output rise time as a 0.8 ns input rise 
time pulse generator, so the output shape is primarily determined by the 
amplifier, not the sensor).  

•To simulate a constant fraction discriminator set at 50% (where slope is 
steepest):

•Fit leading baseline, and measure noise,

•Fit top and find halfway point,

•ΔT = σ-noise / slope

•With wall-electrode sensor and a parallel beam,

• can do better fitting entire pulse.

σ-noise ΔT
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Noise distribution from pre-pulse region 
with a Gaussian fit.
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Noise distribution from pre-pulse with a Gaussian 
fit –

 
log scale to show tails

0

0.5
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noise voltage distribution
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noise voltage (mV)

sigma = 0.33166 +/-

 

0.0033 mV
direct standard deviation from the18,090 voltage values = 0.3218

 

mV
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Fourier transform of noise: 
Gaussian, but not white

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

0 200 400 600 800 1000

Fourier transform of noise

re
la

tiv
e 

si
ze

frequency (MHz)



64

0

5

10

15

20

25

2 4 6 8 10 12 14 16

number vs. amplitude

C
ou

nt
s

0

200

400

600

800

1000

1200

2 4 6 8 10 12 14 16

dt
 (p

s)

Amplitude  (mV)
0 5 10 15 20

number vs. dt

Counts

σ
noise

dt

Scatter plot of expected noise-induced timing errors, dt, 
vs. pulse amplitude, for 67 pulses and the projections 
of dt and amplitude distributions.  σ

 
(noise) = 0.33 mV.



65

1.   introduction

2.   history

3.   factors affecting speed

4.   generating the signal –
 

Ramo’s theorem

5.   amplifying the signal –
 

charge and current amplifiers

6.   trench electrode sensors

7.   hex-cell sensors

8.   experimental results

9.   analysis –
 

constant fraction discrimination

10. analysis –
 

fitting with almost-noise-free pulses

11. next



66

1. An approximately noise-free signal pulse shape was found by adding 
the six pulses above 10 mV, which are already relatively noise-free.  
To allow for the slight trigger-time variations, the individual curves 
were shifted by amounts of up to ±

 

0.25 ns to align the peaks.  

2. A set of noise sequences was prepared by subtracting the average of 
each 270-point pre-pulse base line from the 270 points to remove 
common-mode signals from each of the 67 traces.

3. The 67 baselines were subdivided into 67 x 3 = 201 sets of 90

 

points 
each, covering (90 / 16) ns a time longer than the pulse-sections used 
(the rise once above the noise-level, the top, and the first part of the 
trailing edge.)

4. The stored signal pulse amplitudes were multiplied by a fraction to 
reduce them to the height of the smallest of the 67 signals.

5. The first noise sequence was added, point-by-point, to the reduced-

 amplitude signal.
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6. The peak of the digital pulse plus noise

 

in step 5 above was used 
to adjust the peak height of the pulse to be fitted, and 
proportionately, all of the other points.  So all of these points will be 
off by a common but realistic error factor.  Since the same function 
is used for both pulses, errors from track angle variations will

 

not 
be present, but they will also not be present in the first possible 
use which would employ high-energy, normally-incident tracks.

7. The fitted track amplitudes were subtracted, point-by-point from the 
signal plus noise.

8. The standard deviation of these differences was calculated.

9. Steps 7 and 8 were repeated with the fitted set shifted one point 
(62.5 ps) later.
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10. Steps 7–9 were repeated for a total of (77 –

 

15) –

 

(65 –

 

22) = 19 
times.

11. The minimum standard deviation of the 19 was found.

12. A parabola was fit to that minimum value and the two values on 
each side.

13. The minimum location will be used to interpolate between the

 steps.  A parabola with (x,y) points -x, 0, x and y1, y2, y3  ( x = 62.5 
ps

 

) has a minimum at:

x0 = (x / 2)(y1 -

 

y3) / (y1 –

 

2 y2 + y3)

14. The standard deviation of these 201 interpolated parabola minima 
was found and is plotted in the next slide.



69

10

100

2 3 4 5 6 7 8 9 10 20

dt - 50% constant fraction
dt - fit
mean - fit

tim
e 

(p
s)

pulse height (mV)

Expected time errors, dt, due to noise as a function of pulse height from the

 

 
combined signal pulse shape added to 201 noise segments with dt

 

determined from 
the standard deviation

 

of time variation of the 50% point on the leading edge (Δ) 
and from the time variation of the best fit time of the combined

 

signal pulse shape 
to the same shape plus noise (●).  The mean value of the best fit times (○) is 24% of 
the fit values.  The signal to noise ratio is 3 times the pulse height in mV.
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Pulses from x-ray & beta (RT)
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Rise Time Distribution
Measurement Results (non-irradiated RT)

Faster rise time observed using Beta source (Sr-90)
Statistics agrees with single pulse observation

Pulses from x-ray are slower
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Fall Time Distribution
Measurement Results (non-irradiated 

RT)

Faster Fall Time also observed Using Beta Source
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FWHM Distribution

Measurement Results (non-

 irradiated RT)
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Diamond?

1. Input current = (charge generated per unit track length) x 
(saturation velocity).  Silicon, with more charge but a lower saturation 
velocity provides a net 35%

 

more

 

current for equal track lengths.

2. But diamond’s lower capacitance could give it a faster turn-on.

3. Diamond sensors have essentially no leakage currents due to their 
large band gap.

4. But the radiation hardness of diamond is essentially no better than 
that of silicon, making further hardening measures necessary.  If 3D 
electrodes are needed for diamonds, the specialized fabrication 
technology development has to be started and completed.  

5. The net result could be a useful but limited advantage given the 
smaller industrial base for diamond, the greater cost, and other

 possible difficulties such as ones that might arise from the more than 
factor of two difference in coefficients of thermal expansion with a 
diamond pixel sensor and its readout chip as the chips become larger. 
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NEXT
1. Reduce as far as practicable, the sensor capacitance.
2. Use reduced temperatures to reduce noise and double speeds.
3. Use an amplifier with the lowest possible noise, given the available 

space, heat removal capabilities, and speed requirements.
4. Use higher electric fields giving drift velocities ≈

 

saturation values.
5. Use trench-electrode sensors.
6. Use waveform recorders if a channel can fit within the area of a pixel.  

Only the large-amplitude part of the signal is needed.  The baseline 
average can be kept as a single, updated number in storage.

7. Use multiple timing layers of detectors, if allowed by Coulomb 
scattering, space, and cost considerations –

 

some possibly rotated to 
help with tracking, 

8. Use a weighting factor, as suggested by the time-resolution vs. pulse 
height results, to favor layers having high signal-to-noise ratios.

9. Considering 6-8 above, use high-resolution position-tracking layers.  
The most accurate timing will be done by a system, not by one 
sensor –

 

readout unit.
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Some Partial Conclusions
•

 
With the latest 3D results we have seen a decrease 
in pulse times by 3 orders of magnitude.

•
 

There should be possibilities of silicon sensor 
systems with time resolution well below 100 ps.

•
 

The lowest times will use some combination of 
multiple layers, lower capacitances, higher voltages 
than the 20V we used, 1/amplitude weighting, lower 
temperatures, and/or improved electronics.

•
 

Improved, fast, compact, wave-form digitizers could 
help.

•
 

We can expect generic electronics certainly will also 
be improved by industry.
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