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The curse of dimensionality (COD) limits the current state-of-the-art ab initio propagation methods
for non-relativistic quantum mechanics to relatively few particles. For stationary structure calcu-
lations, the coupled-cluster (CC) method overcomes the COD in the sense that the method scales
polynomially with the number of particles while still being size-consistent and extensive. We gen-
eralize the CC method to the time domain while allowing the single-particle functions to vary in
an adaptive fashion as well, thereby creating a highly flexible, polynomially scaling approximation
to the time-dependent Schrödinger equation. The method inherits size-consistency and extensivity
from the CC method. The method is dubbed orbital-adaptive time-dependent coupled-cluster, and
is a hierarchy of approximations to the now standard multi-configurational time-dependent Hartree
method for fermions. A numerical experiment is also given. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4718427]

I. INTRODUCTION

Presently, the most advanced ab initio approximations
to the time-dependent Schrödinger equation for a system
of identical particles are the multi-configurational time-
dependent Hartree methods for fermions (MCTDHF) and
variants.1–4 These methods apply the time-dependent varia-
tional principle5–7 to an N-body wavefunction ansatz being
a Slater determinant expansion using a finite (incomplete)
set of L ≥ N orbitals ϕp with creation operators c

†
p (with

{cp, c
†
q} = δpq for fermions),

|#MCTDHF〉 ≡
∑

p1

∑

p2>p1

· · ·
∑

pN >pN−1

Ap1···pN
c†p1

c†p2
· · · c†pN

|−〉,

where both the amplitudes Ap1···pN
and the orbitals ϕp are

free to vary in single-particle space. Varying the orbitals in
this way is especially important if studies of unbound sys-
tems are desired, such as the study of ionization of atoms
or molecules under time-dependent external fields. The key
point is that, if the orbitals are not optimized, a system in the
continuum would need a huge fixed basis. Moreover, the vari-
ational determination of the orbitals compresses the wave-
function in a quasi-optimal way: from time t to t + dt, the
basis is changed as so to minimize the L2 norm error of the
wavefunction.7

While powerful, MCTDHF still suffers from exponen-
tial scaling of computational complexity with respect to the
number of particles N present; the “curse of dimensional-
ity” (COD). The effect of the variational determination of the
single-particle functions can be said to be a postponing of the
COD to higher particle numbers. For example, for the sim-
ple TDHF, i.e., MCTDHF using precisely L = N orbitals and
therefore only a single determinant |φ〉, qualitatively good re-
sults may be achieved, even if the system is unbound.8

a)Electronic address: simen.kvaal@cma.uio.no.

One may attempt at reducing the exponential scaling by
truncating the Slater determinant expansion at, say, single
and double excitations relative to one of the determinants |φ〉
= c

†
1 · · · c†N |−〉, considered as a “reference determinant,”

|#SD〉=



1+
∑

ia

Aa
i c

†
aci |φ〉+ 1

2!2

∑

ijab

Aab
ij c†acic

†
bcj



 |φ〉, (1)

hoping that the higher-order excited determinants’ contribu-
tion can be neglected. (We have arbitrarily chosen intermedi-
ate normalization 〈φ|#〉 = 1. In the sums, i, j ≤ N and a, b
> N is assumed.) This would achieve polynomial scaling but
would destroy the important property of size-consistency:9, 10

approximation of non-interacting subsystems separately at the
singles and doubles level would not be consistent with ap-
proximating the whole at the same level; independent excita-
tions of the subsystems are neglected, giving rise to artificial
correlation effects.

In this article, we develop a time-dependent version of
the popular coupled-cluster (CC) method for fermions, where
we allow the orbitals to vary in a similar fashion to MCT-
DHF. We call the method orbital adaptive time-dependent
coupled-cluster (OATDCC). Formally, the two methods are
very similar, with closely related equations of motion. The
main difference is the fact that coupled-cluster is not vari-
ational in the usual sense, rather, it is naturally cast in
a bivariational setting, a generalization of the variational
approach.11 Bivariational functionals are complex analytic,
while the standard variational functionals are manifestly real.
Moreover, approximations of both the wavefunction |#〉 and
the complex conjugate 〈#| must be introduced. For the ver-
sion of CC that has now become standard (referred to as
“standard CC” in this article), the wavefunctions in the sin-
gles and doubles approximation (CCSD) are parametrized
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The coupled-cluster method is one of the most successful methods for ab initio electronic structure calculations. For
computation of expectation values and properties, two equivalent but very different derivations exist: the Lagrangian
formulation of Helgaker and Jørgensen [Adv. Quant. Chem. 19, 183 (1988)] and the bivariational formulation of Arponen
[Ann. Phys. 151, 311 (1983)]. The latter is, apparently, less well known among quantum chemists, and we therefore discuss
and contrast the two approaches. Some generalisations of coupled-cluster based on the bivariational principle are discussed,
including the so-called extended coupled-cluster method.

Keywords: coupled-cluster; bivariational; Lagrangian

1. Introduction

It is pleasure to dedicate this article to Trygve Helgaker
on the occasion of his 60th birthday. His contributions play
a key role in a topic which has held great interest for the
present author, and which is the subject matter of this paper,
namely, the foundations of coupled-cluster (CC) theory as
encountered in quantum chemistry.

CC theory has a well known and interesting history
since its invention by Coester and Kümmel [1]. Develop-
ment of the theory has been done in parallel by the theoret-
ical nuclear physicists and by quantum chemists [2,3]. Of
particular interest for the present article is the development
of the part of CC theory concerning evaluation of expec-
tation values and properties; an important task in quantum
chemical calculations. Since the original formulation was
not variational, the Hellmann–Feynamn theorem did not
apply out of the box, and computing energy derivatives and
expectation values was therefore not straightforward.

The correct solution to this problem, finding a formula-
tion of CC in terms of critical points of some functional, was
actually discovered independently by workers in quantum
chemistry (Helgaker and Jørgensen [4,5]) and in theoretical
physics (Arponen [6]).

Interestingly, while leading to the same stationary prin-
ciple, the problem was approached from quite different an-
gles: Helgaker and Jørgensen derived what is today known
as ‘the coupled-cluster Lagrangian’ by formulating the CC
amplitude equations as a constrained optimisation problem.
On the other hand, Arponen derived CC from a guiding
variational principle, ‘the bivariational principle’, which is
a straight generalisation of the usual variational method for
the ground-state problem.

∗Email: simen.kvaal@kjemi.uio.no

In this article, we contrast these two approaches. A
slight emphasis on Arponen’s work is chosen, since Hel-
gaker and Jørgensen’s approach is well known in the quan-
tum chemistry community, while the approach by Arponen
is, apparently, less well known. Also, it may shed some ad-
ditional light on the origins of CC theory: where does it
come from, why does it work, and, importantly, how can it
be generalised and improved in a systematic manner?

The bivariational principle forms the basis of Arponen’s
approach. Like a standard variational procedure, improve-
ments can in principle be made by adding degrees of free-
dom to the bivariational ansatz. Thus, CC is derived by a
systematic reduction of the exact many-electron problem,
which suggests that improvements of standard CC are ac-
cessible. One such extension, first described by Arponen in
[6], is so-called extended coupled-cluster (ECC). However,
ECC has seen little use due to its apparent complexity, but
there are approximations to ECC (apart from standard CC)
that may be tractable. We discuss such a set of approxima-
tions and demonstrate their size-extensivity.

Another option that presents itself via the bivariational
principle is to include the orbitals as variational parameters
in the standard CC method, and we consider this briefly
in the present paper. Such an approach has been explored
theoretically and numerically for ab initio dynamics calcu-
lations in Ref. [7], which is related to the approach taken in
Ref. [8] for response theory.

After Arponen’s initial publication [6], Arponen and
coworkers have developed the abstract theory of CC to
high sophistication, see, e.g., Refs. [9–15]. Therein, the
configuration–interaction method, standard CC, and ECC
are treated on largely equal footing. The point of view
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Multiconfigurational time-dependent Hartree method to describe particle loss due to
absorbing boundary conditions
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Absorbing boundary conditions in the form of a complex absorbing potential are routinely introduced in
the Schrödinger equation to limit the computational domain or to study reactive scattering events using the
multiconfigurational time-dependent Hartree (MCTDH) method. However, it is known that a pure wave-function
description does not allow the modeling and propagation of the remnants of a system of which some parts are
removed by the absorbing boundary. It was recently shown [S. Selstø and S. Kvaal, J. Phys. B: At. Mol. Opt. Phys.
43, 065004 (2010)] that a master equation of Lindblad form was necessary for such a description. We formulate
a MCTDH method for this master equation, usable for any quantum system composed of any mixture of species.
The formulation is a strict generalization of pure-state propagation using standard MCTDH for identical particles
and mixtures. We demonstrate the formulation with a numerical experiment.

DOI: 10.1103/PhysRevA.84.022512 PACS number(s): 31.15.−p, 02.60.Lj, 02.30.Xx

I. INTRODUCTION

Today, the de facto standard approach in ab initio quantum-
mechanical many-particle propagation is the multiconfigu-
rational time-dependent Hartree (MCTDH) method and its
variations [1–7]. Already for N = 2 electrons in three dimen-
sions, the full six-dimensional time-dependent Schrödinger
equation is very hard to solve and can only be handled
on supercomputers. With the MCTDH method for identical
particles the exponential scaling of the Hilbert space dimension
with respect to N is “postponed” to a higher number of
particles, and the N = 2 propagation can be done on a single
desktop computer. Current implementations can handle N ! 8
electrons in cylindrical geometries reliably [8,9]. For bosons,
the Pauli exclusion principle is absent, and the MCTDH
method can treat hundreds [10] and even thousands of particles
[11] in one-dimensional geometries, and recent multilayer
MCTDH techniques allow distinguishable dimensions in the
thousands with relative ease [7], showing great promise for
extending the domain of application of MCTDH methods.

The MCTDH class of methods is derived using the time-
dependent variational principle [12,13]. As such, it is energy
conserving, unitary, and quasioptimal in the sense that the
growth of the error in the 2-norm is locally minimized.

Ab initio dynamical problems in quantum mechanics are
formulated on an infinite domain which must be truncated for
numerical calculations. The numerical reflections implied by
the truncations are usually dealt with using absorbing boundary
conditions of some sort. The most common approach is to
introduce a complex absorbing potential (CAP) in a region
around the truncated domain [14]. That is, the Hamiltonian
H is mapped to H − i!, where ! " 0 is a local one-body
potential vanishing on the domain of interest, and only taking
nonzero values outside the domain. This approach is also used
in order to calculate properties like reaction and ionization
probabilities, and CAPs are routinely implemented in MCTDH
codes [4,8,15–17].

*simen.kvaal@cma.uio.no

Other absorbing operators are also common, such as the
so-called transformative CAP (TCAP) [18], which is more or
less equivalent with the nonlocal CAP obtained using smooth
exterior scaling [19] or perfectly matched layers [20]. While
exact and space-local absorbing boundary conditions may be
formulated [21], they are in general nonlocal in time, and
therefore impractical. In this work, we focus solely on a local
CAP for simplicity, but any absorbing operator can be used.

Given a system of N particles, the wave function "N is
normalized to the probability of finding all particles within the
computational domain. With a CAP, "N evolves according to
the non-Hermitian Schrödinger equation

i
d

dt
"N = (H − i!)"N . (1)

An elementary calculation gives d
dt

‖"N‖2 = −2〈"N |!|"N 〉
for the probability derivative. Consequently, if the wave
function overlaps the CAP, the whole wave function decays
and eventually vanishes; it does not approach a wave function
with a different number of particles. In other words, even
with an absorbing boundary, one is stuck with an N -particle
description. Information like ionization probabilities and
reaction rates may be obtained from evolving Eq. (1) alone,
but if the remainder of the system is desired, i.e., a description
of the N − 1, N − 2 particle systems, etc., one is at a loss.

In a recent article it was argued that the solution is a
density operator approach [22] because the loss of particles
is an irreversible process; H − i! is a non-Hermitian operator
implying a preferred direction of time. The necessity of the
quantum dynamical semigroup describing the evolution to be
trace preserving, Markovian, and completely positive implies
the applicability of the famous theorems due to Lindblad and
Gorini and coworkers [23–25], giving a master equation in the
so-called Lindblad form. The resulting equation is

d

dt
ρn = −i[H,ρn] − {!,ρn}

+ 2
∫

!(x)ψ(x)ρn+1ψ(x)† dx, (2)

022512-11050-2947/2011/84(2)/022512(13) ©2011 American Physical Society
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Population transfer between valence states via autoionizing states using two-color ultrafast π pulses
in XUV and the limitations of adiabatic passage

X. Li,1 C. W. McCurdy,2,1 and D. J. Haxton1
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Population transfer between two valence states of the Li atom with a Raman process via intermediate
autoionizing states well above the ionization threshold is investigated using a recently developed implementation
of the muticonfiguration time-dependent Hartree Fock method. It is found that a properly chosen sequence of
pump and Stokes π pulses can yield a population transfer efficiency of 53% at relatively low intensities, while
the extension of the stimulated Raman adiabatic passage (STIRAP) approach to the XUV in this case is far less
efficient and loses its characteristic robustness at high intensities. A rule of thumb for when STIRAP is practical
is given, suggesting that at still shorter wavelengths STIRAP may be possible.

DOI: 10.1103/PhysRevA.89.031404 PACS number(s): 32.80.Qk, 42.50.−p, 32.80.Fb

A goal for new sources of intense ultrashort pulses in the
extreme ultraviolet (XUV) and x-ray regimes is to enable
experiments in which a molecule is excited to an autoionizing
state and then deexcited by stimulated Raman emission to
construct a wave packet of valence states that is subsequently
probed by other pulses [1,2]. Such experiments would address
the core or inner valence levels of atoms in a chemically
selective way, opening the door to new kinds of spectroscopy
that create localized valence excitations in large molecules.
Sufficiently intense, coherent, ultrashort x-ray pulses required
by such experiments are not yet available, but the first steps
towards this goal can be taken in model systems using intense
ultrashort XUV pulses at the frontier of current technologies.

However, the use of ionizing radiation and Auger-decaying
intermediate states opens a range of competing loss mecha-
nisms for these sorts of nonlinear spectroscopies, and there
are serious questions about their ultimate feasibility. Here we
investigate a prototype of such a process in the lithium atom in
ab initio calculations that include all the loss mechanisms that
can contribute, correctly treating all the ionization continua
involved as well as electron correlation during the pulses.
Effecting population transfer within the lifetimes of Auger-
decaying states can require pulses and delays of the order of
femtoseconds, and that is the regime we explore.

Controlling the transfer of population between discrete
quantum states has been the central subject of a large number
of theoretical and experimental investigations in physics and
chemistry [3,4], including the control of molecular dynamics
and chemical reactions [5]. Stimulated Raman transitions in
particular provide a powerful tool for laser manipulation of
cold atoms and ions [6]. For population control, such processes
have generally been implemented using nonionizing radiation,
i.e., in the infrared or visible regions where intense, coherent
laser pulses are available. However, the advent of coherent
femtosecond and attosecond pulses [7] in the UV and XUV
regimes, as well as the prospects for more intense coherent
sources in both the UV and the x-ray regimes, make it inter-
esting to extend these ideas to shorter-wavelength regimes.
Although near-UV pulses have been used to drive such
transitions (e.g., Ref. [8]), in general no ionization has been
involved and the pulse durations were on the nanosecond scale.

In addition to searching for optimal pulses to be used in a
stimulated Raman transition, it is also interesting to test the
limit of an important example of such techniques, Stimulated
Raman adiabatic passage (STIRAP), which was initially
studied more than two decades ago [9,10]. This scheme,
which makes use of two coherent laser pulses applied in a
counterintuitive sequence, has been proven to be both effective
and robust for complete population transfer between two states
via an intermediate excited state. The STIRAP scheme aims at
having the system adiabatically follow a specific field-dressed
state, a dark state, achieving complete transfer of population
after both pulses are terminated. These concepts have been
widely used in the theory of other spectroscopic phenomena,
such as Autler-Townes splitting [11], electromagnetically
induced transparency [12], and coherent population trapping
(CPT) [13].

In this work, we use the multiconfiguration time-dependent
Hartree Fock (MCTDHF) method, previously explored and
developed by several groups [14–20], to investigate the
dynamics of the nonperturbative Raman process of transferring
population between two valence states via a core-hole state
with ultrafast coherent XUV pulses. These calculations do
not depend on models of the processes in terms of a finite
number of atomic states, and they include the single- and
multiple-ionization continua essentially exactly. We present
results for the Raman transition in atomic lithium depicted
schematically in Fig. 1. Two UV pulses, centered at 58.9
and 55.5 eV, are used to transfer population from the ground
[1s22s 2S] state, via the core-hole [1s (2s2p 3P ) 2P ] state at
58.9 eV, to the valence excited [1s23s 2S] state. A neighboring
core-hole state [1s (2s2p 1P ) 2P ] with a different spin coupling
between valence electrons, at 60.4 eV, is barely populated by
the pulses we use. In this process, the desired optical excitation
and deexcitation and population loss due to photoionization of
all the states involved, as well as autoionization of the core-hole
states, can compete to complicate this nonlinear process.

In the following we first briefly describe the MCTDHF
method. Next, we describe the three-level model and the
nonlinear optimization with which we found the pulses to be
used in the MCTDHF calculations. We then describe the results
of converged MCTDHF calculations using this pulse sequence,

1050-2947/2014/89(3)/031404(5) 031404-1 ©2014 American Physical Society

((H0.&(J%(^-"f)+,(D+%)&12,(A8B(93)"-5('-"0C(



9IALDMUL9(
AKDBI^9MBL(
S(ω) = 2 im(µ(ω)E(ω)∗)





PHYSICAL REVIEW A 87, 033408 (2013)

Quantum interference in attosecond transient absorption of laser-dressed helium atoms
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We calculate the transient absorption of an isolated attosecond pulse (IAP) by helium atoms subject to a
delayed infrared (IR) laser pulse. With the central frequency of the broad attosecond spectrum near the ionization
threshold, the absorption spectrum is strongly modulated at the sub-IR-cycle level. Given that the absorption
spectrum results from a time-integrated measurement, we investigate the extent to which the delay dependence
of the absorption yields information about the attosecond dynamics of the atom-field energy exchange. We find
two configurations in which this is possible. The first involves multiphoton transitions between bound states
that result in interference between different excitation pathways. The second involves the modification of the
bound state absorption lines by the IR field, which we find can result in a subcycle time dependence only when
ionization limits the duration of the strong-field interaction.
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Attosecond transient absorption (ATA) studies provide a
way to push our understanding of the energy transfer between
electromagnetic fields and matter to the subfemtosecond time
scale [1,2]. They are an all-optical attosecond metrology that
complements methods based on the measurement of charged
particles, such as attosecond streaking [3,4] and electron
interferometry [5,6]. Like those methods, high time-resolution
is gained in an ATA spectrometer by using attosecond extreme
ultraviolet (XUV) pulses that are synchronized to the field
oscillations of an infrared (IR) laser pulse. The first ATA
experiments used an attosecond pulse to probe a valence
electron wave packet (EWP) created by ionizing an atom
with a strong IR laser pulse [1,7]. Recent ATA experiments
have used attosecond pulses as a pump that creates an EWP
which is then probed by a moderately strong IR field. In this
XUV-pump–IR-probe configuration the frequency-resolved
transient absorption signal varies as a function of the IR inten-
sity, duration, and the subcycle timing between the two fields
[8–10]. These experiments raise the possibility of studying
time-dependent absorption down to the attosecond time scale.

In this theoretical study, similar to recent experiments
[10,11], we consider helium atoms that are excited by an
isolated attosecond pulse (IAP) with a central frequency near
the ionization threshold, together with a delayed few-cycle IR
pulse. We elucidate the key features of the resulting delay-
dependent attosecond absorption (DDAA) spectra. These
features derive from the fact that the IAP “starts the clock” by
exciting the system at a well-defined time, and that it makes
an EWP that is essentially independent of the pump-probe
delay. The DDAA measurement is a spectrogram that records
the interference between different excitation pathways which
lead to the same absorption or emission processes. Because
the attosecond pulse is locked to the IR field oscillations,
it is suggestive that many of the features in the spectrum
are modulated at half the IR laser period (TIR), about
1.3 fs. However, the absorption spectrum results from the
time-integrated response of everything that happens after the
initial XUV excitation, which complicates the analysis. Our
main concern in this paper is the connection between these
oscillations and the real-time attosecond dynamics.

We discuss two distinct manifestations of attosecond
dynamics in the DDAA spectrum. First, near the ionization

threshold the delay-dependent absorption exhibits fully mod-
ulated interference fringes at half the IR period. We show these
are due to the interference between two pathways, separated
in time, which give rise to the same dipole response. This
“which way” quantum path interference [12] can be used to
time-resolve two-photon transitions between excited states,
and shows how the absorption at XUV frequencies is altered
on a subcycle time scale. We find TIR/2 oscillations with a
similar origin in absorption features associated with nonlinear
XUV + IR processes, which appear as light-induced structures
in the ATA spectrum. These fringes illustrate how energy
can be exchanged between excitation modes (dressed states)
that exist only when the XUV and IR fields overlap in time.
The second feature results from the IR driven subcycle ac
Stark shift of the lower-lying 2p and 3p resonances [10]. The
time-dependent Stark shift leads to a dispersive line shape,
which results from interference between the time-dependent
dipole induced before, during, and after the IR pulse. We show
that, due to the integrated nature of the absorption spectrum, a
measurement of the instantaneous energy shift is only possible
when ionization limits the interaction time.

The essential features of DDAA spectra can be understood
at the single atom level. The energy lost or gained by
a light field in the interaction with an atom can be de-
scribed by a frequency-dependent response function S̃(ω,td ) =
2 Im[d̃(ω,td )Ẽ∗(ω,td )], where td is the pump-probe delay (we
use atomic units unless otherwise indicated). d̃(ω,td ) and
Ẽ(ω,td ) are the Fourier transforms of the time-dependent
dipole moment d(t) and the total driving field E(t) for a
given pump-probe delay. The dipole moment is obtained by
solving the time-dependent Schrödinger equation (TDSE) in
the single-active-electron approximation [13]. We include a
dipole dephasing time T2 in the calculations by smoothly
windowing the dipole moment over a time which is much
longer than the length of the IR pulse we study. This simulates
the effect of, for example, collisional broadening and finite
detector resolution, which are present in experiments but
absent from TDSE calculations.

Figure 1 shows a typical response function versus pump-
probe delay. The 25 eV, 330 as IAP pump pulse has a
bandwidth of 5.5 eV, which means that it overlaps all the singly
excited and low-energy continuum states of the He atom. The
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Laser-dressed absorption in atomic helium is studied, both theoretically and experimentally, by transient
absorption spectroscopy using isolated 400-as pulses centered at 22 eV and 12-fs near-infrared (NIR) pulses with
780-nm central wavelength. Multiple features in the helium singly excited bound-state spectrum are observed only
when the NIR and attosecond pulses are overlapped in time. Theoretical analysis indicates that these light-induced
structures (LISs) are the intermediate states in resonant, second-order processes that transfer population to multiple
dipole forbidden states. The use of broadband, coherent extreme ultraviolet (XUV) radiation allows observation
of these LISs without specifically tuning to a two-photon resonance, as would be required with narrowband XUV
light. The strength and position of the LISs depend strongly on the NIR intensity and the pump-probe delay.
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Attosecond transient absorption spectroscopy provides
numerous opportunities for the design of experiments that take
advantage of the complex interactions between an isolated at-
tosecond pulse (IAP), a strong laser field, and a target medium
[1–4]. Of particular interest are nonlinear processes that
combine the IAP and laser fields. Nonlinear coupling schemes,
such as those associated with laser-dressed absorption, are
powerful tools in many disciplines for creating state-selected
populations and aligned molecules [5], modifying optical
properties of media (for example, causing transparency [6]),
and processing quantum information [7].

This joint experimental and theoretical study focuses on
the time-resolved absorption of IAPs by helium atoms at
energies between 20 and 24 eV in the presence of a delayed
near infrared (NIR) pulse. When the IAP and NIR pulses
overlap, several new features in the transient absorption spectra
below the single ionization threshold are observed which are
not associated with any dipole-allowed extreme ultraviolet
(XUV)–driven transition. Theoretical investigation reveals that
each of these light-induced structures (LISs) involves the
transfer of population from the ground 1s2 state to 1sns or
1snd states via resonant second-order processes requiring both
the XUV and the NIR fields. In our experiment, the broad
bandwidth of the IAP allows the simultaneous observation
of all the LISs for each delay where the two fields are
overlapped. As the NIR intensity or the NIR-IAP delay is
changed, the light-induced states are observed to shift in energy
and absorption strength, in agreement with the calculations.

Most previous absorption studies on laser-dressed He have
been carried out with attosecond pulse trains (APTs). Modifi-
cation of the ionization probabilities [8,9] and the absorption
[10,11] as a function of NIR-APT delay has been observed
for APTs overlapped in time with NIR fields. Additional
work with APTs has considered the sensitive dependence of
the ionization probability on the XUV wavelength chosen to
resonantly excite specific 1snp states of He [12,13]. Recent

*These authors contributed equally to this work.

work on transient IAP absorption in He focused on the subcycle
changes in the linear XUV absorption around the 1s3p and
1s4p dipole allowed states [14]. This is in contrast to the
work reported here, where multiple, resonant second-order
transitions are observed and theoretically understood across
the large bandwidth of the IAP.

The experimental setup is shown in Fig. 1. The IAPs
are generated in krypton gas via double optical gating and
spectrally limited to 20–24 eV by a 200-nm-thick Sn filter
[15,16]. They are then are overlapped with a 12-fs, 780-nm
NIR pulse in the absorption cell of an attosecond transient
absorption spectrometer with a variable time delay between the
pulses. In the absorption spectrometer, the NIR and IAP pulses
are collinearly focused by a Ru-Si multilayer mirror (f = 25
cm) in a 1-mm-long target gas cell, filled with 20 Pa He.
Transmitted XUV light is recollected by a Mo-Si multilayer
mirror (f = 25 cm) and directed through an additional 200-nm
Sn filter and onto the entrance slit of the XUV spectrometer. A
gold-coated aberration-corrected grating spectrally disperses
the IAP onto an x-ray charge-coupled device (CCD) cam-
era, where the transmitted spectrum is recorded. The XUV
spectrometer resolution is 100 meV, as determined from
measurement of 1s2p and 1s3p He absorption lines.

The 400-as IAPs are characterized by photoelectron streak-
ing [17,18], while the NIR pulse is measured by the spectral
phase interferometry for direct electric field reconstruction
(SPIDER) method [19]. For streaking, Kr gas is ionized by the
IAP and overlapped with the NIR pulse, and a Ru-Si multilayer
mirror is used to combine the two pulses. The principal
component generalized projections algorithm [18,20] is used
to reconstruct the pulses and, upon convergence, the extracted
duration is 376 ± 7 as. The XUV pulses are not transform
limited—the spectral phase of the attosecond pulse varies by
approximately one radian across the pulse.

Transient absorption spectra are recorded as the average of
five pump-probe scans, each of which is acquired for 30 000
laser pulses at every pump-probe time delay point. Absolute
optical density (OD) spectra are constructed as

OD = − log[Isample(E)/I0(E)], (1)
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The  broad  bandwidth  of  an  isolated  attosecond  pulse  excites  a vast  number  of states  simultaneously,  and
the corresponding  absorption  features  can  be  monitored  with  exceptional  temporal  resolution.  Novel
transient  absorption  experiments  in gases  using  isolated  attosecond  pulses  are  performed  in two  regimes,
one in  which  the  attosecond  pulse  is  overlapped  in  time  with a near-infrared  (NIR)  pulse  and one  in  which
the  NIR pulse  follows  the  attosecond  pulse.  In the  latter  regime,  the  attosecond  pulse  first  interacts  with  a
sample,  then  the  observed  absorption  features  are  modified  by  a NIR  pulse,  which  interacts  with  the  sam-
ple  well  after  the  attosecond  pulse  has passed.  In these  experiments,  which  seem  counterintuitive  when
compared  to conventional  transient  absorption  spectroscopy,  the  weak  attosecond  pulse induces  a  polar-
ization of  the  medium,  which  is then  perturbed  by  the  time-delayed  NIR  pulse.  Recent  measurements
demonstrate  the  rich  variety  of  information  that can  be  extracted  in  this  regime.

© 2014  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Electronic dynamics in atoms and molecules typically occur on a
few-femtosecond or sub-femtosecond timescale. These processes
are too fast to be resolved by ordinary femtosecond optical laser
pulses. However, in the past ten years, techniques to generate iso-
lated pulses with durations of a few hundred attoseconds, or even
shorter, have been established. These isolated attosecond pulses
provide unprecedented opportunities to study ultrafast electron
dynamics on a few-femtosecond timescale.

Isolated attosecond pulses are generated using high harmonic
generation, in which a femtosecond laser pulse is upconverted to
produce photon energies in the extreme ultraviolet (XUV) [1], in
conjunction with optical gating techniques. The short duration of
the pulse necessarily results in a broad and continuous spectrum,
with bandwidths ranging from a few electron volts (eV) to tens
of eV and central photon energies typically between 10 eV and
100 eV. These ultrashort pulses have been used in many successful
experiments incorporating photoelectron and ion detection meth-
ods. For example, attosecond pulses have been used to measure the
few-femtosecond timescale of Auger decay after core excitation of
krypton [2] and to measure the time delay between the emission
of an electron from two different atomic orbitals in neon [3].

∗ Corresponding author.
E-mail address: annelise.r.beck@gmail.com (A.R. Beck).

The broad and continuous bandwidth of an isolated attosecond
pulse, with photon energies in the extreme ultraviolet (XUV), is
well suited to absorption measurements. The XUV photon energies
can access highly excited states such as Rydberg states approaching
the ionization limit or autoionizing states embedded in the ioniza-
tion continuum. Electronic dynamics can be tracked in real time by
monitoring the resulting changes in the absorption spectrum.

The majority of attosecond transient absorption experiments
have been performed on rare gas atoms, which are relatively sim-
ple systems that still manifest complex behavior. However, the
recent application in our group of attosecond transient absorption
to observe the transfer of electrons from the valence band to con-
duction band in solid silicon [4] illustrates the generality of the
technique. Attosecond transient absorption will soon be extended
to study gas phase molecular systems, but the focus of this article
is the experiments performed on rare gas atoms, in which a variety
of novel phenomena have been identified.

Isolated attosecond pulses can be utilized in novel transient
absorption experiments, in which the XUV attosecond pulse first
passes through the sample, then a near-infrared (NIR) laser pulse
follows at a time delay. It may  seem counterintuitive that a change
in the absorption spectrum of the XUV pulse can be observed when
the NIR pulse follows the XUV pulse. This unconventional pulse
order is possible because the XUV pulse induces a polarization of the
medium. This polarization persists long after the XUV pulse passes
through the sample, and it dephases on a timescale that depends
on the lifetime of the states excited, which can range from tens of

http://dx.doi.org/10.1016/j.cplett.2014.12.048
0009-2614/© 2014 Elsevier B.V. All rights reserved.
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FIG. 1. (Color online) Single atom response function S̃(ω,td ) in
helium where td is the time delay in IR cycles between the IR laser
pulse (800 nm, 3 × 1012 W/cm2, 4 cycles, cos2 envelope, sine-like
carrier envelope) and the attosecond pulse (330 as, centered at 25 eV).
The IR intensity oscillations are shown in black in the top panel.

FWHM of the 800-nm probe pulse is 11 fs, corresponding
to four optical cycles (TIR = 2.7 fs). The IR field is of
moderate intensity, so that it cannot itself excite the atom in its
ground state. The pump and probe fields have parallel linear
polarizations. We use a dipole dephasing time T2 = 65 fs.
The value chosen yields a minimum line width (∼ 0.08 eV)
which is in line with the spectral resolution for current ATA
experiments [10,11]. We have verified that using a longer T2
does not change any of our conclusions, which is expected
since 65 fs is already much longer than the IR pulse length we
study. Note that positive or negative values of S̃(ω,td ) mean
that a dilute gas will absorb or emit energy at frequency ω
as the dipole-driven source term in the wave equation will be
either out of phase or in phase with Ẽ(ω) [13,14].

We begin by briefly describing the main features in Fig. 1.
For large positive delays, td ! 4 TIR, the IAP arrives after the
end of the IR pulse and the absorption spectrum exhibits
only one-XUV-photon transitions from the ground state to
the np states. When the two pulses overlap, −4 TIR < td <
4 TIR, these absorption features are strongly modified. In this
same delay range, light-induced structures (LISs) appear, for
example, between the 2p and 3p resonant lines. These are
associated with two-photon (XUV±IR) processes that transfer
the population from the ground state to nondipole coupled
(“dark”) s and d states, and have recently been observed
experimentally [11]. Finally, when the IAP arrives before the
IR pulse, td " −4 TIR, the dipole established by the XUV pulse
undergoes free decay until the IR pulse arrives and strongly
modifies the dipole, which induces sidebands on the main
resonance features [15,16].

Many of the features in S̃(ω,td ) show a modulation at
one-half the laser period. Of particular interest are fringes that
are present both when the pulses overlap and when the IAP
arrives before the IR. An example is seen in Fig. 1 between
24.2 and 24.8 eV near the label “2p + 2ω,” also shown in
more detail in Fig. 2(b). These fringes are caused by quantum
interference between two distinct pathways for establishing
the same coherence between the ground state and a group of
np states (n > 5), near threshold. The process is diagramed in
Fig. 2(a). The direct pathway is an XUV-driven first-order

FIG. 2. (Color online) (a) Diagram of direct (one-photon) and
indirect (three-photon) pathways to the same final n1p (or n2p)
states. Comparison of absorption maxima and the constructive
interference condition (white dashed curves) for a narrow range of
frequencies and IR wavelengths of (b) 800 nm (same as Fig. 1) and
(c) 660 nm.

process that populates all of the np states simultaneously
in a manner that is independent of the delay. The indirect
pathway is a third-order process in which the amplitude in
the 2p states is transferred to an np state by a two-IR-photon
process. The role of the indirect pathway via the 2p state is
confirmed by a test calculation which dynamically eliminates
the 2p state during the time propagation of the TDSE, in
which these fringes disappear. The two interfering processes
since they are driven by the XUV field and the IR field,
respectively, happen at different times depending on the value
of td . The resulting interference fringes are analogous to those
observed in photoelectron spectra [6], however, in DDAA the
multiphoton process need not result in ionization.

Having identified the interfering pathways it is then
straightforward to write down the condition for constructive
interference as a function of delay

(ωnp − ω2p)|td − t0| + "φ = 2πk, (1)

where ωnp and ω2p are the energies of the np and 2p states,
respectively, and k is a positive integer [6]. We expect this
condition to apply when the XUV precedes the peak of the
IR pulse td < 0. It correctly predicts a decreasing slope for
the fringes as |td − t0| increases, corresponding to increasing
k in Eq. (1). To use the constructive interference condition
quantitatively, two additional parameters enter: "φ is a phase
due to the two-IR-photon transition, and t0 is the time when
the two photon transition probability peaks. We can then fit
the interference fringes for td < 0 using one set of integers
k that start with k = 1 at t0 and varying "φ to obtain the
best overall agreement with the calculation. The result for the
800-nm IR pulse is shown in Fig. 2(b). We obtain an excellent
fit with t0 = −TIR/4 and "φ = 0. The value of t0 corresponds
to the peak of the IR field due to the sine-like IR carrier wave
used in the calculation. For td > 0 the biggest contribution to
the indirect pathway comes from whatever IR field maximum
follows the XUV pulse (never more than one half cycle
away). The slope of the fringes should therefore saturate for
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(a) (b)

(c) (d)

FIG. 4: (Color Online) Four views of the two
dimensional spectrum induced by a monochromatic

probe pulse. a) ωout vs nIR b) ωout vs φs/π, c) t− t0 vs
nIR, d) t− t0 vs φs/π.

Figure 5 removes this phase before the Fourier trans-
form, yielding

D̃′(φ,ω′
out) =

∫

dt
∑

nIR

D(nXUV = 1, nIR, t)×

e−inIRωste−iωoutteinIRφ

(21)

as a function of ωout and φs for four different intensities.
Fig 5a shows this spectrum for Is = 3×1012 W/cm2, the
intensity used in Figs 1, 2 and 3, while Figs 5b, 5c, and 5d
use peak intensities of 1×1013 W/cm2, 3×1013 W/cm2,
and 1×1014 W/cm2, respectively. At low intensities, the
spectrum is strongly peaked where ωout ≈ ωXUV, and is
relatively insensitive to the phase of the streaking laser.
Higher streaking intensities yield components with dy-
namics occurring over smaller fractions of the laser cycle
and occurring over a broader energy range.

The effects of removing the einIRωst phase from the
spectrum before taking the Fourier transform can be seen
in Figs. 6 and 7, showing the transient absorption spec-
trum with sub-cycle resolution at delays of -10, -5, 0 and 5
fs. 7 shows the spectrum with this phase removed, while
6 shows it without. 6 shows a broad band near 24eV at
which the transient absorption varies strongly with the
phase of the laser field, with similar broad bands in the
range from 26-28 eV. 7 shows strong oscillation between
absorption and emission in a narrow band near 24.5 eV,
and in three narrow bands in the range from 26-28 eV,
plus oscillating absorption in the range from 22-23 eV.

(a) (b)

(c) (d)

FIG. 5: (Color Online) D̃′(φ/π,ω′
out), calculated

according to Eq. 21 for intensities a) 3× 1012 W/cm2,
b) 1× 1013 W/cm2, c) 3× 1013 W/cm2, d) 1× 1014

W/cm2. Removing nsωs from ωout concentrates ωout

near ωpr and shows sub-cycle dynamics of the
absorption of the probe photon. As the intensity of the
streaking field increases, higher orders of ns become
involved, causing dynamics on shorter timescales. As

the intensity of the streaking pulse increases,
D̃′(φ/π,ωout) covers an increasingly large bandwith and
displays dynamics over a shorter fraction of the laser

cycle.

APPENDIX: EVALUATING DYSON SERIES
INTEGRALS FOR COSINE SQUARED PULSES

The method for decomposition of multiphoton compo-
nents derived in this paper does not depend upon any
particular choice of pulse shape. However, particular
choices of pulse shape may make particular integrals an-
alytically solvable. This Appendix performs temporal in-
tegrals for the Dyson series resulting from a set of pulses
of the form

V σ
α (t) =

{

eiω0t cos2(Ωt) |Ωt| ≤ π/2

0 otherwise.
(22)

As in section ??, the positive and negative frequency
components of the pulse are treated separately. The sys-
tem of interest is modeled as a few state system

|ψ(t)〉 =
∑

n

An(t) |n〉 (23)
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Ultrafast population transfer to excited valence levels of a molecule driven by x-ray pulses
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First-principles quantum-mechanical calculations of an intense-field ultrafast two-color core-hole stimulated
Raman process in nitric oxide are presented. They employ the multiconfiguration time-dependent Hartree-Fock
(MCTDHF) method with all 15 electrons active. These calculations demonstrate a robust excitation localized on
an atom through a core-electron stimulated Raman transition, the first step in proposed stimulated x-ray Raman
spectroscopy experiments. A total population transfer of approximately 41% into valence excited states and 30%
ionization is obtained via two concurrent 1.31-fs pulses with maximum intensities of 0.5 and 3×1017 W cm−2.
It is found that both resonant and nonresonant (via the continuum) Raman transitions contribute. All aspects of
these calculations except for ac Stark shifts are converged with a modest basis of 11 orbitals, demonstrating the
efficiency of MCTDHF for the treatment of nonperturbative electronic dynamics in molecules.

DOI: 10.1103/PhysRevA.90.053426 PACS number(s): 31.15.xv, 33.80.Eh

I. INTRODUCTION

Recently proposed techniques for using nonlinear x-ray
spectroscopy to study electronic dynamics in molecules
involve the creation of coherent linear combinations of valence
states using autoionizing core excited states as intermediates
[1–3]. This mechanism permits site specificity; the initial
valence excitation is localized on the atomic center supporting
the core excitation, and its subsequent evolution across the
molecule may be probed by core transitions on other centers.
The scientific motivations for the proposed construction of
new free-electron laser facilities [4–6] generally include this
class of experiments as a principal goal.

One experimental possibility that has received considerable
attention is that proposed by Biggs et al. [2], stimulated x-ray
Raman spectroscopy (SXRS) with broadband pulses. The
simplest version of this idea, called one-dimensional SXRS
(1D-SXRS), begins with an x-ray pulse that has a duration of
the order of 100 attoseconds. When tuned below the K edge
of a given atomic center, this broadband pulse stimulates a
Raman transition at that center, creating a localized coherent
wave packet of valence excited states. A second x-ray Raman
pulse probes the fate of the initial valence excitation, again in
a site-specific way. Higher-dimensional versions of this idea,
in particular two-dimensional SXRS (2D-SXRS) with three
broadband x-ray pulses, have also been explored [2]. These
ideas have a distinct advantage over proposals for nonlinear
spectroscopy, such as the extension of optical four-wave
mixing to the x-ray regime [7] or the original suggestion for
coherent x-ray Raman spectroscopy [8], in that they do not
involve phase matching between different x-ray pulses.

However, the proposed SXRS experiment does require that
the Raman pump pulse be able to excite a significant amount of
the population in a coherent valence wave packet so that its evo-
lution can be probed or modified by subsequent Raman scatter-
ing events. The motivation of the present study is to investigate
conditions that might allow a robust x-ray Raman pump of
coherent valence wave packets by intense ultrashort pulses.

We use the multiconfiguration time-dependent Hartree-
Fock (MCTDHF) method to calculate an ultrafast x-ray

stimulated Raman process in nitric oxide. The MCTDHF
method includes all nonrelativistic effects, accounting for
the presence of all photoionization, autoionization, and other
loss mechanisms, including strong-field effects, e.g., ac Stark
shifts, without a priori knowledge of the relevant states, with
all electrons active. Because these calculations have made
no assumptions beyond the nonrelativistic approximation,
they clearly demonstrate that short, intense x-ray pulses
may drive robust femtosecond population transfer among
valence states to create coherent electronic wave packets.
Notable experimental and theoretical studies that suggest this
conclusion is correct have appeared previously [9–11], but they
do not directly address the question we explore here, namely,
the quantification, in an ab initio study, of the possibility of
strong, coherent valence excitation by pulses of femtosecond
or shorter duration that have intensities that can be produced
by free-electron lasers.

The outline of this paper is as follows. Section II ex-
plains the Raman processes in the NO molecule studied
here. Section III describes the MCTDHF method and its
implementation, including ionization, and gives details of
the numerical calculations. In Sec. IV the issue of defining
transition energies in MCTDHF calculations, which is not
straightforward, is addressed. In Sec. V the Raman signal is
reported, and in Sec. VI the population transfer to a coherent
valence wave packet is analyzed. We conclude with some final
observations in Sec. VII.

II. STIMULATED RESONANT RAMAN TRANSITIONS
NEAR THE NITROGEN K EDGE

Our goal is to investigate an example of a Raman process
that will create a localized excitation that might be probed by
a second Raman process. We use a two-color Raman pump
pulse consisting of concurrent x-ray pulses with different
central energies and also different polarizations in order to
investigate a near-optimal case. The transitions may, however,
be driven by pulses with parallel polarization in a gas of
unoriented molecules. The pulse duration is chosen to be
1.31 fs, somewhat longer than those in the original SXRS

1050-2947/2014/90(5)/053426(7) 053426-1 ©2014 American Physical Society
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FIG. 1: Analysis of propagation for Beryllium test case. The legend in the left panel applies to all of them.
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natural orbital for Beryllium test case. Bottom panel: mea-
sure of off-diagonality of the density matrix of Eq. (48).

15.9eV, tuned approximately resonant to the charge ex-
change transition going to B + C2+.

We employ a configuration space designed for the in-
teracting particles. There are two shells of orbitals, cor-
responding to B+ and C+ atomic orbitals at large separa-
tion. There are three (sigma) orbitals for each fragment.
We restrict the number of electrons in either shell to be
4 or 5, permitting B+ / C+ and B / C2+ charge arrange-
ments.

This defines a configuration space different from CAS-
CI; we have two shells on equal footing, and therefore for
this case the Hermiticity of the g matrix must be enforced
by using Eq.(37). For this calculation, the number of

determinants for full CI is 90, of which 72 are included
in the restricted configuration list.

We do not have the capability to apply this interact-
ing fragment restricted configuration space to the den-
sity matrix constraint treatment. We compare the full
CI, Dirac-Frenkel, and unrestricted calculations only in
Fig. 3. The left and right panels demonstrate small
derivative and wave function errors. As seen in the mid-
dle panel, the Dirac-Frenkel constraint yields a time de-
pendent expectation value indistinguishable from that of
full CI on the scale of the figure. The expectation value
of the energy has increased by 1eV for the full CI solu-
tion. The unconstrained calculation overestimates this
by about 0.5eV, whereas the Dirac-Frenkel calculation
underestimates this by 0.05meV, a factor of 10,000 bet-
ter.

In Fig. 4 the occupation number of the least occupied
natural orbital is plotted, and similarly, the Dirac-Frenkel
constraint produces a result indistinguishable from full
CI, whereas the unconstrained calculation is considerably
different.

VI. CONCLUSION

We have demonstrated two methods for using re-
stricted configuration spaces within the MCTDHF
method. Both have been shown to be effective in pro-
ducing a close approximation to the full configuration
interaction MCTDHF wave function. The naive method
in which the equations appropriate for full configuration
interaction are used has been shown to produce substan-
tial error that may depend strongly on the initial state.
This work follows that of Refs. [11–14].

We thank Thomas Rescigno for discussions and com-
ments on the manuscript [TO DO], and the National
Energy Research Supercomputing Center (NERSC) com-
putational resources. Work performed at Lawrence
Berkeley National Laboratory was supported by the
US Department of Energy Office of Basic Energy Sci-
ences, Division of Chemical Sciences Contract DE-AC02-
05CH11231, and work at the University of California
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The multiconfiguration time-dependent Hartree-Fock (MCTDHF) method has shown promise in calculating
electronic dynamics in molecules driven by strong and high-energy lasers. It must incorporate restricted
configuration spaces (meaning that a particular combination of Slater determinants is used, instead of full
configuration interaction) to be applied to big systems. Two different Ansätze are used to determine the essential
term in the equations. The first Ansatz is the Lagrangian variational principle. The explicit, complete MCTDHF
equations of motion, satisfying that principle, for arbitrary configuration spaces, are given. The property that
a restricted configuration list must satisfy in order for the Lagrangian and McLachlan variational principles to
give different results is identified. The second Ansatz keeps the density matrix block diagonal among equivalent
orbitals, in a generalization of the method of Worth [J. Chem. Phys. 112, 8322 (2000)]. The methods perform
well in calculating the dynamics of Be and BC2+ subject to ultrafast, ultrastrong lasers in severely truncated
Hilbert spaces, although they exhibit differing degrees of numerical stability as implemented.

DOI: 10.1103/PhysRevA.91.012509 PACS number(s): 31.15.−p

I. INTRODUCTION

The multiconfiguration time-dependent Hartree-Fock
(MCTDHF) method has been pursued [1–18] with the goal of
calculating nonperturbative electronic dynamics of molecules
in strong fields, in support of experiments using ultrafast laser
pulses. The method without permutation symmetry, MCTDH,
has been applied with great success over the past two decades
to the problem of nuclear dynamics of molecules on coupled
Born-Oppenheimer potential energy surfaces [19–25], and
there is now a mature effort to apply the method for bosons,
MCTDHB [26–31], to problems involving cold atoms in
particular.

Because the MCTD(H/HF/HB) methods find use in differ-
ent physical contexts, the realities accessory to their numer-
ical implementation are considerably different. However, the
working equations for MCTDHF and MCTDHB are simply
those of MCTDH, accounting for the permutation symmetry
of the wave function. All of these methods describe the
wave function as a time-dependent linear combination of
properly symmetrized time-dependent product basis functions;
for MCTDHF, these basis functions are Slater determinants.

When total spin S is a good quantum number, linear
combinations of determinants that are eigenvectors of Ŝ2

are used as N -electron basis functions. These spin adapted
linear combinations are called “configurations.” Otherwise,
“configuration” means “Slater determinant.”

The difference between MCTDHF and time-dependent
configuration interaction is that in MCTDHF, not only are
the coefficients multiplying the configurations time dependent,
but so are the configurations themselves. MCTDHF is time-
dependent multiconfiguration self-consistent field.

For four electrons,

|1236(t)〉 ≡ ã
†
1(t)ã†

2(t)ã†
3(t)ã†

6(t)|0〉 (1)

is the Slater determinant in which the first, second, third,
and sixth spin orbitals are occupied; ã† and ã create and
annihilate spin orbitals. It might be combined with |1245〉 to to

create a singlet or triplet configuration. The MCTDHF wave-
function Ansatz may be written in general as a sum of such
determinants

|!(t)〉 =
∑

a

Aa(t)|$na(t)〉. (2)

For time-dependent configuration interaction, the Slater de-
terminants |$n〉 have no time dependence. In that case, !
is linear in its parameters $A and large-scale linear algebra
methods can be used for its propagation. The introduction of
time dependence into the orbitals, with MCTDHF, makes the
problem highly nonlinear.

The term “full configuration interaction” (“full CI”) means
that all possible Slater determinants that may be formed from
a given set of spatial orbitals are included in the basis set. In
practice, the term is used even when symmetries of spin and
space are accounted for. The number of configurations used in
an explicit full configuration interaction calculation becomes
prohibitive with modern technology for spaces with large
(10 or more) electrons in tens of orbitals. We have recently
published [32] a converged calculation of stimulated x-ray
Raman in the NO molecule at 1017 W cm−2 using 392 040
Slater determinants. This is the limit of what we can fit in
memory on a single supercomputer node (64-GB memory)
without using a slower, “direct CI” mode. The largest full
configuration interaction calculation we have performed with
the implementation [17] is on the fluorine atom, 19 orbitals, 5
million Slater determinants.

We use the term restricted configuration space to refer to
any departure from full configuration interaction. For a config-
uration interaction calculation with a restricted configuration
space, some Slater determinants in the full CI list are simply
discarded. Other representations, such as coupled cluster
or some treatments using the graphical unitary group [33],
also use a subset of the full configuration space, as per
an effective parametrization, and we consider them to be
restricted configuration space treatments as well.

1050-2947/2015/91(1)/012509(15) 012509-1 ©2015 American Physical Society
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Abstract: A study of the electronic structure of the complete valence shell of cubane is reported. Results from
our many-body Green’s function calculation, to the third-order algebraic diagrammatic construction (ADC(3))
level, for the binding energies and spectroscopic factors of the respective valence orbitals of cubane are presented.
Binding-energy spectra were measured in the energy regime 6-35 eV over a range of different target electron
momenta, so that momentum distributions (MDs) could be determined for each orbital. The corresponding
theoretical MDs were calculated using a plane wave impulse approximation (PWIA) model for the reaction
mechanism and density functional theory (DFT) for the wave function. Seven basis sets, at the local density
approximation (LDA) level and, additionally, incorporating nonlocal correlation functional corrections, were
studied. The sensitivity of the level of agreement between the experimental and theoretical MDs to the nonlocal
corrections is considered. A critical comparison between the experimental and theoretical MDs allows us to
determine the “optimum” wave function for cubane from the basis sets we studied. This wave function is then
used to derive cubane’s chemically interesting molecular properties. A summary of these results and a comparison
of them with those of other workers is presented with the level of agreement typically being good.

Introduction

Since its successful synthesis in 1964 by Eaton and Cole,1,2
the structure and molecular properties of cubane (C8H8) have
been studied extensively by both experimental and theoretical
chemists and physicists.3,4 Excellent reviews on the state of our
knowledge, with regard to cubane’s structural and molecular
properties, can be found in Eaton,3 Yildirim et al.,5 and
Tsanaktsidis.4 Consequently, only a precis of these results,
particularly those related to our discussion in section 5, is
presented here.
Cubane belongs to the octahedral point group Oh and has

cubic symmetry, although we note that in its crystalline form it
is rhombohedral (a ) 5.34 Å; R ) 72.26°).6-8 Consistent with
its highly symmetric structure is a notable vapor pressure3 (1.1

mm at 25 °C) and a significant density3 of 1.29 g/cm3. Its
recommended4 C-C and C-H bond lengths of 1.571 and 1.109
Å, respectively, are taken from the work of Hedberg et al.9 The
CCH and CCC bond angles are, however, less precisely known
and, respectively, lie in the ranges10 123-127° and 89.3-90.5°.
Additional properties, such as its strain energy4 (157.4 kcal/
mol) and 1H and 13C NMR spectra,11,12 have also been reported.
In the latter case it was found that cubane produced single
resonances at 4.04 ppm11 and 47.3 ppm,12 respectively, while
the sole 1H-13C-H coupling constant was determined by Della
et al.12 as 153.8 Hz. Finally we note that experimental infrared
(IR)13 and Raman spectroscopy14 studies into cubane’s vibra-
tional modes are available in the literature, as are extensive series
of calculations on this same topic (see Miaskiewicz and Smith15
and references therein).
Contrary to the situation described immediately above for

the physicochemical properties of cubane, experimental studies
into the valence electronic structure of C8H8 have been more
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Low-energy electron scattering by cubane: Resonant states and
Ramsauer–Townsend features from quantum calculations in the gas phase

F. A. Gianturcoa)
Department of Chemistry and INFM, The University of Rome, La Sapienza, Piazzale A. Moro 5,
00185 Rome, Italy

R. R. Lucchese
Department of Chemistry, Texas A&M University, College Station, Texas 77843-3255

A. Grandi and N. Sanna
Supercomputing Center for University and Research, CASPUR, via de Tizii 6b, 00185 Rome, Italy

!Received 8 July 2003; accepted 7 November 2003"

Calculations are carried out, using a nonempirical modeling of the interaction potential and solving
the quantum scattering coupled channel equations, for low energy electron scattering from cubane
(C8H8) molecules in the gas phase. Total integral cross sections are obtained and partial
contributions are analyzed for the most important irreducible representations that describe the
continuum electron in the Oh molecular symmetry. Several trapping resonances are found and
analyzed in terms of the molecular-type features of the resonant electron states associated with them.
A Ramsauer–Townsend minimum is also found and its possible behavior related to features of the
scattering length as k→0. © 2004 American Institute of Physics. #DOI: 10.1063/1.1637571$

I. INTRODUCTION

The synthetic organic chemists have tried over the years
to produce molecular structures which would be strongly
reminiscent of the Platonic solids1 and have managed to ob-
tain the carbocyclic analogous of the tetrahedron, the cube,
and the dodecahedron by obtaining carbocyclic, (CH)n , cage
systems like tetrahedron (n!4),2 the cubane (n!8),3 and
the dodecahedron (n!20).4 The pentacyclooctane !cubane"
was the first to be produced by rational synthetic methods.3
Its aesthetic appeal lies in its octahedral symmetry, while the
structural feature of producing the required bond deforma-
tions in order to place eight, formally sp3-hybridized carbon
atoms at the vertices of a cube are expected to cause consid-
erable strain in the final molecule: the experimental evidence
of a standard heat of formation of cubane5 is of 144.5
"1.3 Kcal/mol that corresponds to a total strain energy of
166 Kcal/mol, i.e., about 14 Kcal/mol for each C–C bond.5,6
However, this molecule is surprisingly stable and survives
essentially unchanged up to temperatures of about 200 °C.7
As a consequence of this unexpected kinetic stability, the
study of cubane and of the functionalized cubanes has left
the realm of synthetic curiosity and has been propelled into
the areas of potential practical and theoretical interest.8

There have therefore been a variety of studies on several
structural and spectroscopic properties of this octahedral
cage, from earlier types of ab initio calculations of its ground
state electronic structure9–11 to studies of its spectroscopic
properties12–17 from the electronic excitations to the vibra-
tional structures. The solid material has also been studied

with great accuracy by combined calculations and neutron-
scattering techniques.18

Another interesting feature of such cage-type molecular
aggregates has been connected with their possibility of trap-
ping either atomic impurities of more elementary particles
like the two most frequently used leptons, the electron and
the positron. The idea seems to be that of discovering if it
were possible to hold such impurities within a mesoscopic or
a macroscopic array of cages for a very long time, without
decaying or being ejected. Although the experiments that
could provide information on such properties are still to
come for the cubane, it is nonetheless already of some inter-
est to analyze and predict from calculations what are the
possible outcomes from the scattering of low-energy elec-
trons !and positrons" from such a structure. Our previous
experience with other cage structures like the C60 and the C20
species have already indicated the richness of intermediate
negative ions which could be formed by low-energy electron
scattering of such molecules. We have therefore endeavoured
to see if similar indications could also be gathered from the
stable cubane molecule by the use of realistic quantum me-
chanical modeling of the electron-molecule scattering dy-
namics.

The following section summarizes our computational
method while Sec. III gives the results for the various reso-
nant states that we have located and further suggests the
presence of a Ramsauer–Townsend minimum !RTM" feature
at low energies, extracting from it indications on the possi-
bility of virtual state formation which may be observed in
cold electron collision processes. Section IV summarizes our
conclusions.

a"Author to whom correspondence should be addressed. Electronic mail:
fa.gianturco@caspur.it
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Transition energy (eV), orbital character, one-photon oscillator strength, two-photon absorptivity and polarization ratios for the low-lying 
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Fig. 1. Calculated cross section profiles relative to the 2q,, 3alg 
and 2a2, ionizations of cubane. 

gcH bonding, while in the final symmetry we can 
find the f& 5t,, SZ orbital, which may be con- 
sidered responsible for the shape resonance near 
the threshold. 

This profile (Fig. 1) shows a rather broad reso- 
nance, with a maximum about 5eV above the 
threshold, followed by a weak Cooper minimum 
and by a very broad secondary maximum. The 
initial state is a flcu bond, and in the final sym- 
metry the SZ calculation predicts a weak 
(f = 0.06) a& resonance near the ionization 
limit and a stronger a& resonance ( f = 0.67) 
about 4eV above the threshold. The continuum 
profile matches well the SZ prediction, apart for a 
small shift to higher energy (1 eV), so that the shape 
resonance is definitely assigned to a a& + &H 

transition. 

Constant monotonically decreasing behavior 
(Fig. 2) is predicted for the intensity of this ioniza- 
tion. The initial state les is a ‘TCC bond, while in tlu 
symmetry the SZ calculations give a very strong 
transition to the bound 4tl, r,& state, which may 
be the cause of the great intensity predicted at the 
threshold. 

le, -+ t2u 

This low intensity channel is very structured 
(Fig. 2) with two different maxima above the 
threshold (about 3 eV and 20eV), although there 
are no U* states in the t2u final symmetry. Since 
t2” final symmetry has I= 3 or higher angular 
momentum components, we may think that the 
structure is an effect due to the high angular 
momentum of the final state associated with the 
particular symmetric molecular potential of the 
cubic cage. 

Two different maxima are present in this ioniza- 
tion (Fig. 3), the first one about 2eV above the 
threshold and the second one about 16eV above 
it. The initial state 2t2, is a gee bond, and from 
the SZ calculation, we obtain a weak g&t reso- 
nance just above the threshold and a stronger g& 
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planar form of the 8-fold ring that results in C-C-C bond
angles of φ ) 135° is nonaromatic, and because the molecular
π-orbitals do not form a closed shell, the ring is buckled to
shape itself like a tub. Then, each C atom on this buckled ring
forms one double bond and one single bond with the neighboring
C atoms (all together there are 4 single and 4 double C-C bonds
in comparison to the 12 single C-C bonds of cubane) and also
one C-H bond with the hydrogen atom.
We further explored the energetics of the 8-fold ring by using

a dissipative QMD method at zero temperature. As described
in the inset to Figure 5, the buckling of the 8-fold ring is
characterized by the C-C-C bond angle φ and three different
bonds, i.e., dCC

l , dCC
s , and dCH. In the course of optimization the

structure returned to the cubane structure when φ e 105°.
As the bond angle varies in the range 115°< φ < 135°, the

8-fold ring structure traced the parabola; each time it was trapped
in a local minimum for the values of the bond angles indicated
by the diamonds in Figure 4. The bond lengths dCC

l , dCC
s , and

dCH remain practically unaltered. Since ∆E(φ) at the minimum
φ0 is negative, the 8-fold buckled ring with φ0 ∼ 127°, i.e.,
cyclooctatetraene, corresponds to a local minimum of the Born-
Oppenheimer surface and is found to be more stable than cubane
with |∆E| ) 2.66 eV. Calculations of φ0 (via structure
optimization) and ∆E using the 6-31G* Gaussian basis set
provide agreement with the pseudopotential plane wave calcula-
tions. RHF and DFT using the B3LYP potential yield respec-
tively 3.5 and 3.3 eV for ∆E and 127.3° and 127.7° for φ0.
However, a DFT calculation using Slater exchange and P86
correlations yields a rather small energy (∆E ∼ 1.0 eV) and φ0
) 126°. Recently, seven different structures with the chemical
formula C8H8 were located on the potential energy surface of
cyclooctatetraene.27 The relationship between cubane and cy-
clooctatetraene is established in the present work. This finding
could be useful in designing new routes to synthesize cubane
based materials.

Conclusion

In summary, we have investigated various aspects of the
structural, electronic, and dynamical and high-temperature
behavior of individual X8H8 molecules. Calculations for cubane
are in good agreement with the available experimental data. Our
results indicate that as the atomic number of X increases, the
gap between LUMO and HOMO, formation energy, width of
the valence electronic states, and frequencies of the vibrational
modes all decrease, while their volume and bond lengths
increase. The temperature-dependent quantum molecular dy-
namics calculations predict that the cubane molecule transforms
to the more stable cyclooctotetraene molecule at a temperature
1600 K < T < 1700 K. Si8H8 and Ge8H8 are also metastable at
two local minima of the Born-Oppenheimer surface, which
are separated by small energy barriers from other more stable
structures.

Acknowledgment. We thank U. Salzner for stimulating
discussions. The authors acknowledge partial supports from the
National Science Foundation under Grant No. INT97-31014 and
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Abstract: Molecular orbital calculations were performed on cubane using ab  initio STO-3G, SCF-XQ, M I N D 0 / 3 ,  and I N D O  
methods. The photoelectron ionization energies were calculated from the above by Koopmans’ theorem and, in addition, by 
Slater’s transition-state approximation in the SCF-Xa method. An analysis of the molecular orbital energy splitting pattern 
has been made utilizing the concept of interactions between symmetry-adapted combinations of localized CC and C H  orbit- 
als. 

I. Introduction 
The present study of cubane, (CH)g (Figure l ) ,  concludes 

a set of investigations on the three (CH), molecules whose 
carbon skeletons form perfect solids, the others being tetra- 
hedrane ( n  = 4)2a and dodecahedrane (n  = 20).2b Of the three, 
cubane is especially interesting to chemists since it has already 
been synthesizedZC and its Oh point-group symmetry con- 
firmed.2d However, despite these facts cubane has received 
surprisingly little theoretical c~nsideration.~ This paper fur- 
nishes molecular orbital calculations at the ab initio STO-3G,4 
S C F - X C Y , ~ , ~  MIND0/3,7 and IND08 levels of approximation 
and applies the SCF-XCY method in Slater’s transition state 
approximation to the calculation of the cubane valence-shell 
vertical ionization energies. The latter may be compared with 
the photoelectron s p e ~ t r u m , ~  as yet incomplete. 

An important consequence of the high cubane point-group 
symmetry is the fact that several of the molecular orbitals are 
symmetry determined in a minimal basis set treatment. This 
invites a novel analysis of the molecular orbital splitting pattern 
in terms of interactions between localized CC and CH orbitals 
(LMO’s), of the Edmiston-Ruedenberglo type, for example, 
which offers some interesting insights into cubane in particular 
and hydrocarbons generally. 

11. Molecular Orbital Descriptions 
A. General Aspects. The present molecular orbital studies 

utilize a minimal basis of atomic orbitals (AOs), Le., C Is, 2s, 
and 2p and H 1s orbitals. The MIND0/3 and INDO methods 
ignore the C 1s cores, as we shall do in the present discussion. 
The three 2p orbitals of each carbon can be chosen to be 2p, 
pointing radially outward from the molecular midpoint and 
a pair of 2pt tangential orbitals perpendicular to 2pr. This 
simplifies the reduction into irreducible representations of the 
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full atomic orbital reducible representation. Each of the three 
sets of eight radial functions ( C ~ S ,  C2p,, and Hls) leads to alg, 
tzg, tl,, and a2, symmetry adapted linear combinations; the 16 
A 0  tangential set furnishes e,, tl,, tzg, e,, tl,, and t2, symmetry 
orbitals. Thus, in toto, the full valence A 0  basis contains in 
type (and number) a1,(3), a2,(3), eg(l), e d l ) ,  tlg(l), bg(4), 
t1,(4), and t2,( 1) symmetry orbitals. 

The ground-state molecular orbital configuration is easily 
determined by projecting the 12 CC bent Q bonds onto the ir- 
reducible representations of o h ,  to give a],( l ) ,  eg(l), tzg(l), 
t lu ( l ) ,  and tZu(l) orbitals; projecting out the eight linear 
combinations of C H  u bonds gives alg( l ) ,  t2,(1), tlu( l) ,  and 
a2u( 1) orbitals. Two important points follow. (1) The eg and 
t2, orbitals that occur only once in the occupied set are sym- 
metry-determined combinations of CC LMOs with no CH 
admixture (they are also symmetry-determined combinations 
of 2p, orbitals with no C2s admixture). (2) The a2, orbital is 
derived from a linear combination of C H  LMOs with no CC 
LMO contribution. Thus, cubane represents the unusual sit- 
uation where a saturated hydrocarbon has a molecular orbital 
which is solely CC bonding and another which is solely CH 
bonding. (By contrast, tetrahedrane and dadecahedrane have 
symmetry-determined molecular orbitals which are linear 
combinations of CC LMOs alone, but no orbitals formed ex- 
clusively from C H  LMOs). 

B. SCF-Xa Calculations. Before citing the results, it is 
necessary to give some particulars of the SCF-Xa  calculations 
performed here since the parameters of the method have not 
been standardized. For a general description of the method, 
its philosophy, and applications, the reader is referred to the 
papers of Slater5 and Johnson.6 The quantities specific to the 
present calculations are (1) the ratio of C to H atomic sphere 
radii, rC/rH, (2) the percent overlap between atomic spheres, 
(3) the exchange-term prefactors, ac and C ~ H  for the atomic, 
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H a  
Figure 1. The cubane molecule including the atomic numbering system 
used here. 

interatomic, and outer-sphere regions, and (4) the angular 
momentum 1 values to be used in the inner- and outer-sphere 
regions. 

For the atomic spheres we employed the criterion of Nor- 
man1 that each hydrogen and carbon sphere contain one and 
six electrons, respectively, when the atomic charge densities 
were superposed, giving rC/rH = 1.426. The extent of sphere 
overlap was determined by Norman's condition' that the virial 
theorem be satisfied, which furnished rC = 1.74 A (and r H  = 
1.22 A). Overlap of the carbon spheres was 19- of the CC 
bond length and the carbon-hydrogen sphere overlap was 
somewhat greater. The outer sphere was made tangent to the 
hydrogen spheres. Values of CYC = 0.759 28 and (YH = 0.777 25 
were taken from the work of Schwarz12 and Rosch et al.,13 
while for the intersphere and outer-sphere regions a weighted 
average, a = 0.761 85, was employed. Finally, as to the choice 
of angular momentum values, partial waves through I = 1 (p 
orbitals) were used in the carbon and hydrogen spheres and 
values through 1 = 4 were used in the outer-sphere region. A 
test of d waves ( I  = 2) showed their effect on the orbital ener- 
gies to be negligible. 

C. Molecular Orbital Energies. The orbital energies, ei, 
obtained from the STO-3G, SCF-Xa, MIND0/3, and INDO 
calculations are given in Table I. The STO-3G and SCF-Xa 
ordering of the orbital energies was the same: el,,, < e l t lu  < 
eitz < e2alB < el,,, < e2tlu < ele ,  < eitzu < e2t2q, although the 
SCb-Xa values are ca. 0.2-0.3 eV higher (owing to the par- 
ticular choice of numerical atomic orbitals). The MIND0/3  
method led to the same ordering except for a transposition of 
the proximate le, and 2t1, orbital energies. On the other hand, 
the INDO ordering differs significantly from the above be- 
cause of an unusually stable le, level. The localized orbital 
analysis of section 111 reveals the source of this extra stability, 
and demonstrates that it is anomalous. Thus, aside from a 
possible transposition of 2t1, and le, orbitals the ordering of 
the cubane molecular energy levels is established. 

D. Ionization Energies. The vertical ionization potentials 
(IPS) of cubane can be obtained from the ab initio orbital 
energies by a variant of Koopmans' theorem. By fitting our 
previous STO-3G eigenvalues of benzene to the observed IPS 
we obtain the least-squares equationI4 

IP = -20 .75es~o.3~ + 3.10 eV (1) 
with a standard deviation over the range of ca. 20 eV of only 
0.21 eV. Applying this equation to the calculated STO-3G 
cubane eigenvalues gives the predicted IPS shown in Table 11. 
An alternate procedure for the IPS is the SCF-Xa "transi- 
tion-state'' method of Slater.5,13 Here, a separate self-consis- 
tent-field calculation is performed for each ionized ~tate-~Tz,, 
2T2u, etc., with the occupation number of the ionized orbital 
diminished by half an electron. The calculated ionization en- 
ergy then closely approximates the difference between the total 

Table I. Valence Orbital Energies of Cubane Calculated by 
Several Methodsa 

Negative orbital energy, au 

Orbital STO-3G S C F - X a  M I N D 0 / 3  INDO 

la] ,  1.219 0.835 1.709 2.489 
I t l "  0.947 0.646 1.055 1.467 
1 t2g 0.739 0.522 0.735 0.990 
2a1, 0.693 0.505 0.641 1.076 
1 azu 0.617 0.443 0.584 0.769 
2tlU 0.555 0.378 0.487 0.728 

0.548 0.361 0.528 0.952 
1 t2u 0.350 0.21 1 0.349 0.494 
2t2g 0.344 0.188 0.338 0.393 

aBond lengths of Rc- = 1.55 a, RCH = 1.06 8, were employed 
except in the M I N D 0 / 3  calculation where the geometry was opti- 
mized to Rcc = 1.568 A, RCH = 1.106 8,. 

1 eg 

Table 11. Ionization Enereies of Cubane (eV)O 

Symmetry of STO-3G S C F - X a  transition- 
ionized state eq 1 state method 

2TZg 10.2 10.2 

2E, 
'Tzu 10.4 10.8 

14.5 14.9 
14.6 15.4 

'A2u 15.9 16.5 
2Alg 17.5 18.5 

'Tlu 22.8 22.7 
28.4 28.0 

2 T ~ u  

*T2g 18.4 19.9 

aReference 9 gives observed ionization energies (eV) at 8.74, 13.62, 
15.34, 16.87, and 17.26. 

energy of the ion, obtained from its own self-consistent-field 
("relaxed") orbitals, and the ground state. The transition state 
ionization energies are also given in Table 11. They have been 
adjusted so as to bring them into agreement with the STO-3G 
ionization potentials obtained from eq 3. In the transition-state 
SCF-xa method the spacings between levels are often produced 
better than their absolute values. 

It should be noted that both the ab initio and transition-state 
calculations assume oh symmetry, thus ignoring the nuclear 
distortions which would remove the degeneracies of the ion 
energies. For example, it is probable that a D4h symmetry 
would arise from first-order Jahn-Teller distortion of the 2E, 
state along an E, vibrational mode. Distortions of the 2Tlu, 
2T2u, and 2T2, ions should lead to D4h and D3d symmetries via 
E, and T2, vibrations, respectively. The magnitude of the 
Jahn-Teller splittings, which are ignored in the present 
treatment, are probably quite small since cubane is a rigid 
polycyclic hydrocarbon. Indeed, the splittings observed in the 
2T states of methane and neopentane are 0.715 and 0.5 eV,16 
respectively, so that splittings of ca. 0.2 eV can be anticipated 
for cubane. 

Although actual band assignments must await the full 
photoelectron spectrum, it is already clear that the calculated 
ab initio and transition-state ionization potentials, which are 
themselves in good agreement, are quite similar to the values 
reported in the low-resolution He(1) spectrum, given in Table 
11.9 In particular, the calculations predict a very large gap of 
ca. 4 eV between the T2,-Tzu and E,-Tl, pairs at 9 and 13 eV. 
In fact, a gap of 4.9 eV does appear in just this region of the 
spectrum. Cubane is a rather unusual hydrocarbon in having 
such a band-free region in its PE spectrum. The gap is most 
likely a consequence of the unique nature of the e, and t2" or- 
bitals which bracket it, and are purely symmetry-determined 
combinations of carbon 2pt orbitals. 
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Abstract: Molecular orbital calculations were performed on cubane using ab  initio STO-3G, SCF-XQ, M I N D 0 / 3 ,  and I N D O  
methods. The photoelectron ionization energies were calculated from the above by Koopmans’ theorem and, in addition, by 
Slater’s transition-state approximation in the SCF-Xa method. An analysis of the molecular orbital energy splitting pattern 
has been made utilizing the concept of interactions between symmetry-adapted combinations of localized CC and C H  orbit- 
als. 

I. Introduction 
The present study of cubane, (CH)g (Figure l ) ,  concludes 

a set of investigations on the three (CH), molecules whose 
carbon skeletons form perfect solids, the others being tetra- 
hedrane ( n  = 4)2a and dodecahedrane (n  = 20).2b Of the three, 
cubane is especially interesting to chemists since it has already 
been synthesizedZC and its Oh point-group symmetry con- 
firmed.2d However, despite these facts cubane has received 
surprisingly little theoretical c~nsideration.~ This paper fur- 
nishes molecular orbital calculations at the ab initio STO-3G,4 
S C F - X C Y , ~ , ~  MIND0/3,7 and IND08 levels of approximation 
and applies the SCF-XCY method in Slater’s transition state 
approximation to the calculation of the cubane valence-shell 
vertical ionization energies. The latter may be compared with 
the photoelectron s p e ~ t r u m , ~  as yet incomplete. 

An important consequence of the high cubane point-group 
symmetry is the fact that several of the molecular orbitals are 
symmetry determined in a minimal basis set treatment. This 
invites a novel analysis of the molecular orbital splitting pattern 
in terms of interactions between localized CC and CH orbitals 
(LMO’s), of the Edmiston-Ruedenberglo type, for example, 
which offers some interesting insights into cubane in particular 
and hydrocarbons generally. 

11. Molecular Orbital Descriptions 
A. General Aspects. The present molecular orbital studies 

utilize a minimal basis of atomic orbitals (AOs), Le., C Is, 2s, 
and 2p and H 1s orbitals. The MIND0/3 and INDO methods 
ignore the C 1s cores, as we shall do in the present discussion. 
The three 2p orbitals of each carbon can be chosen to be 2p, 
pointing radially outward from the molecular midpoint and 
a pair of 2pt tangential orbitals perpendicular to 2pr. This 
simplifies the reduction into irreducible representations of the 
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full atomic orbital reducible representation. Each of the three 
sets of eight radial functions ( C ~ S ,  C2p,, and Hls) leads to alg, 
tzg, tl,, and a2, symmetry adapted linear combinations; the 16 
A 0  tangential set furnishes e,, tl,, tzg, e,, tl,, and t2, symmetry 
orbitals. Thus, in toto, the full valence A 0  basis contains in 
type (and number) a1,(3), a2,(3), eg(l), e d l ) ,  tlg(l), bg(4), 
t1,(4), and t2,( 1) symmetry orbitals. 

The ground-state molecular orbital configuration is easily 
determined by projecting the 12 CC bent Q bonds onto the ir- 
reducible representations of o h ,  to give a],( l ) ,  eg(l), tzg(l), 
t lu ( l ) ,  and tZu(l) orbitals; projecting out the eight linear 
combinations of C H  u bonds gives alg( l ) ,  t2,(1), tlu( l) ,  and 
a2u( 1) orbitals. Two important points follow. (1) The eg and 
t2, orbitals that occur only once in the occupied set are sym- 
metry-determined combinations of CC LMOs with no CH 
admixture (they are also symmetry-determined combinations 
of 2p, orbitals with no C2s admixture). (2) The a2, orbital is 
derived from a linear combination of C H  LMOs with no CC 
LMO contribution. Thus, cubane represents the unusual sit- 
uation where a saturated hydrocarbon has a molecular orbital 
which is solely CC bonding and another which is solely CH 
bonding. (By contrast, tetrahedrane and dadecahedrane have 
symmetry-determined molecular orbitals which are linear 
combinations of CC LMOs alone, but no orbitals formed ex- 
clusively from C H  LMOs). 

B. SCF-Xa Calculations. Before citing the results, it is 
necessary to give some particulars of the SCF-Xa  calculations 
performed here since the parameters of the method have not 
been standardized. For a general description of the method, 
its philosophy, and applications, the reader is referred to the 
papers of Slater5 and Johnson.6 The quantities specific to the 
present calculations are (1) the ratio of C to H atomic sphere 
radii, rC/rH, (2) the percent overlap between atomic spheres, 
(3) the exchange-term prefactors, ac and C ~ H  for the atomic, 
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Figure 5. Schematic diagrammatic representation of the cubane orbital 
energies. On the left, 12  degenerate CC LMOs interact to form five CC 
energy levels of al,, ti,, eg, t2g, and tzu symmetries; on the right, eight 
degenerate CH LMOs interact to form four C H  energy levels of ai,, tl,, 
tz,, and a2, symmetry. In the center the cubane molecular orbital levels 
are shown. Six are formed from interactions between CC and CH orbitals 
of like symmetry (a,,. tl,, and t2,); the ee(CC), tZ,(CC) and az,(CH) are 
symmetry determined. The location of the 12  CC LMO's relative to the 
8 CH LMO's is not known with certainty. 

In order to get some numerical estimate of these splittings 
we obtained a, p, y, . . ., from the INDO calculation, its or- 
bitals being convenient to localize. The values calculated were 
(au) a = -0.96, /3 = -0.23, y = -0.23, 6 = -0.03, and t = 
-0.06. It can be seen that the diagonal CC LMO matrix ele- 
ment, a, is the most negative and that the algebraic increase 
in the interaction elements tends to correlate with decreasing 
LMO overlap. The only exception is the vicinal interaction 
energy, 7, which is as negative as the geminal value, p, even 
though the vicinal bonds are somewhat further apart. This il- 
lustrates an inadequacy of the INDO method. By observing 
that I/2(et2,(CC) - e,,(CC)) = -y + 26 - t = -y and re- 
calling that both the t2,, and eg orbitals are symmetry deter- 
mined, we can obtain values of -y from the SCF orbital 

Figure 6. Symmetry-adapted linear combinations of CH localized orbitals. 
Filled and unfilled lines indicate contributions o f t  1 and -1, respective- 
ly.  

energies etzu and eeg (which are identical with et2,(CC) and 
e, (CC)). The values of l/2(etZu - eeg) found from the STO-3G, 
S&F-Xa, and MIND013 methods are 0.099,0.075, and 0.090 
au, respectively, whereas the INDO value is more than twice 
as large, 0.229 au. Thus, the INDO method produces too 
negative a y, Le., it overemphasize the .rr-like interactions be- 
tween front and back carbons in Figure 3. 

If we accept as approximate values of the parameters /3 = 
-0.2, y = -0.1 5 , 6  = -0.03, and t = -0.06, it is easily verified 
that the CC energies in order of increasing values are e,,,(CC) 
< et,,(CC) < e,,(CC) < et,,(CC) < et2,(CC). These are de- 
picted schematically on the left-hand side of the orbital in- 
teraction diagram, Figure 5, with the set of 12 "degenerate" 
CC LMO energes (at the center of gravity of this splitting 
pattern) further to the left, yet. 

We now turn to the corresponding splitting pattern for the 
eight C H  LMOs. The latter, when projected onto the o h  ir- 
reducible representations, furnish species of symmetry alg, tlu, 
t2g, and a2,,, once each. These are shown in Figure 6, where 
positive C H  contributions to the symmetry combinations are 
indicated by filled lines and negative contributions by unfilled 
lines. In order to compute the C H  Hartree-Fock energies we 
require the three unique Fock interaction matrix elements, p', 
y', and 6' of Figure 4, along with a', the diagonal C H  matrix 
element. The splitting pattern is readily obtained as 

(3a) 
(3b) 
(3c) 
( 3 4  

e,,,(CH) = a' + 3p' + 37' + 6' 
et,,(CH) = a' + p' - y' - 6' 

et2,(CH) = a' - p' - y' + 6' 
ea2,,(CH) = a' - 3p' + 37' - 6' 

Numerical estimates obtained by localizing the INDO ca- 
nonical orbitals are (au) a' = -0.88, p' = -0.05, y' = -0.01, 
and 6' = -0.002. Again there is found a correlation between 
the interaction matrix elements and the distance between the 
corresponding C H  LMOs. In order of increasing energy we 
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Abstract 

Valence partial channel photoionization cross sections for each final symmetry of cubane have been evaluated at the 
local density level. The mum-tin potential appro~mation is avoided by the use of large basis set LCAO calculations and 
the Stieltjes Imaging approach. The “giant resonances” which are expected from s~rnet~ considerations have only 
actuahy been determined for outer valence ionizations, while they are not present in the inner valence. Minimal basis set 
calculations have been successfully used throughout the discussion in order to assess the position and the intensity of the 
transitions to virtual valence orbitals. Eventually, we analyze the total cross sections for each final state and their ratios, 
which might be compared with further experimental data that are not yet available. The previous partial final symmetry 
analysis allows the assignment of the features which could be experimentally observable, 

1. Introduction 

Besides au~oionization, the structures of photo- 
ionization cross section profiles of atoms and mole- 
cules are usually discussed in terms of shape 
resonances [1,2]. However, in some exceptional 
cases, these resonances are very intense and 
sharp, and so they are called “giant resonances”. 
Although several experimental observations of giant 
resonances are reported in the literature [3-S], only 
qualitative theoretical considerations [9,10] are 
actually employed to discuss the experiments. 
Moreover, in the molecular case, it is important 
to make a distinction between the giant resonances 
which are caused by an atomic effective potential 

* Corresponding author 

(as in lanthanide and actinide compounds [7,8]) and 
those which arise from the typic& m~ti~nter mol- 
ecular potential (3-51. 

In order to give a brief explanation of this 
phenomenon, we start with the atomic case. The 
atomic effective potential is composed by the inter- 
electronic term, nucleus-electron interaction and a 
centrifugal barrier 1(1+ 1)/r’. This latter term 
gives rise to the double well shape of the total effec- 
tive potential, which is predicted for states of high 
angular momentum (I >, 3). Such unoccupied states 
are usually placed in the more external potential well 
(Rydberg series). However, in some exceptional 
cases, one state of high angular momentum may 
fall in the inner potential well at positive energy, 
and hence becomes a so-called locally resonant con- 
tinuum wavefunction. Electronic transitions which 
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its physico-chemical properties are obviously of some interest. In particular any 
information about its electronic structure is welcome and it is for this reason that 
we have undertaken a study of its photoelectron spectrum. 

Figure 1 shows the photoelectron spectrum of cubane, as obtained with either 
He(1a) or He(1Ia) radiation. The positions of the band maxima (If’) are collected 
in Table 1 and for comparison the ionization energies measured by Dewar & Worley 
[ 2 ]  who have used a cylindrical grid spectrometer. Due to the unavoidable short- 
comings of these early instruments only the onset of each multiple hand could be 
obtained. If this limitation is taken into account, the agreement of these early data 
with the ones presented in this work is remarkably good, as can be seen by referring 
to the band shapes displayed in Figure I .  

The He(1a) photoelectron spectrum of cubane has been recorded both in 
Base1 and in Darmstadt using samples from two independent sources [ I ]  [3]. The 
ranges quoted in Table 1 for the I? values give an idea of the closeness of the 
two determinations. Recently, the photoelectron spectrum of cuhane has also been 
recorded by Schmidt [4] whose results are in complete agreement with those 
presented here. 

w . 
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s 

# 
II 

I 
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Fig. 1. Pholoeiectron spectrum of cubane 
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distributions for all the respective valence orbitals of cubane.
Although the measured MDs are not absolute, relative magni-
tudes for the different transitions are obtained.21 In the current
EMS investigation of the valence states of C8H8, the experi-
mental momentum distributions are placed on an absolute scale
by summing the experimental flux for each measured φ (or, as
we saw from eq 1, p) for the first five (2t2g, 1t2u, 1eg, 2t1u, and
1a2u) outer valence orbitals, and then normalizing this to the
corresponding sum from the results of our PWIA DFT-LDA/
TZVP calculation.
In Figure 2a we compare our experimental MD for the

degenerate highest-occupied molecular orbitals (HOMOs), 2t2g
+ 1t2u at εf ) 9.6 eV, of C8H8 with the results from our PWIA
DFT-LDA calculations for each of the seven DFT basis states
we have considered. We note that the errors on all the present
experimental momentum distributions, as derived during the
deconvolution procedure, are 1 standard deviation uncertain-
ties.31 It is clear from Figure 2a that the TZ94P basis functions

provide totally inadequate representations of the 2t2g + 1t2u
orbitals, particularly for momenta φ < 12°. Specifically, TZ94P
leads to an initial peak in the MD, at around φ ) 8°, that is not
seen experimentally or in the other PWIA DFT-LDA calcula-
tions. A somewhat unexpected feature, compared to our usual21
experience, is that these “p-like” 2t2g and 1t2u outer valence
orbitals have a peak in the MD at a remarkably high value of
φ and have virtually no intensity (see also Figure 1a) at φ )
0°. This very interesting extreme “p-like” behavior of the 2t2g
+ 1t2u orbitals may also point to interesting hybridization.
Traditionally, strained cyclic molecules are seen as having
“normal” sp3-hybridized carbons, and the unusual carbon
skeleton bond angles are explained by assuming that the sp3
hybrid orbitals are “bent”. The present results suggest that the
HOMOs are almost pure “p-like” in character and so are better
explained by an spn hybrid where n is large. This makes intuitive
sense as the three p orbitals on carbon are orthogonal, just like
the skeletal carbon bonds. Thus perhaps cubane has C-C bonds

Figure 1. Typical binding-energy spectra from our 1000 eV noncoplanar symmetric EMS investigation into cubane. The curves show the fits to
the spectra at (a) φ ) 0° (p ∼ 0.09 au) and (b) φ ) 10° (p ∼ 0.75 au) using the known energy resolution.
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Primitive Basis: Discrete Variable Representation 

We employ a DVR (Dickinson and Certain, JCP 49,  
4209 (1968), etc.) which is essentially a product basis in  
the prolate spheroidal coordinates !, ", #, R.  It is based  
on interpolating polynomials based on Gauss-Radau,  
Gauss-Lobatto, and Gauss-Legendre quadrature, with 
the proper behavior at singular points tacked on post-hoc.   
The basis is a generalized DVR. 



The two-electron matrix elements are calculated using the Neumann 
expansion.  The radial (!) part is done with a DVR poisson solve; the  " 
part is done with the DVR approximation.  Very sparse, near diagonal. 

Two-electron matrix elements 









Stencils, e.g. S-vector leapfrog, A-vector predictor/corrector 


